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ABSTRACT

COMPUTER SIMULATION OF ELECTROMIGRATION INDUCED VOID -
GRAIN BOUNDARY INTERACTIONS AND THE PREDICTION OF
CATHODE FAILURE TIMESIN BAMBOO STRUCTURES

OREN, Ersin Emre

Doctor of Philosophy, Department of Metdlurgicd and Materids Engineering
Supervisor: Prof. Dr. Tarik O. OGURTANI

January 2003, 242 pages

The purpose of this work is to provide such a comprehensve picture of void
dynamics shape changes and void gran boundary interactions that one should
eventudly be dble to predict man reasons and conditions under which premature

falure of metdlic thin film interconnects occurs.

By introducing the concept of assembly of discrete microdements a rigorous
reformulation of the interna entropy production and the rate of entropy flow terms
is devdoped for the multi-component sysems composed of surfaces and/or
interfaces. The generdized forces and conjugate fluxes associated with the virtud
digolacement of a triple junction and the ordinary points are determined. This
formaism dso takes into account in a naurd way the mass trangport process

between the bulk phase and the void region, in teems of the normdized locd vaues



of Gibbs free enargy of trandormation in addition to the contribution due to locd

curvature of the advancing reaction front.

A wdl possd moving boundary vaue problem describing the dynamics of curved
interfaces and surfaces associated with voids that are interacting with grain
boundaries is obtained. Utilizing indirect boundary edement method, the Lgplace
equation is solved. The resulted nonlinear patid differentid equaion is solved

numericaly by Euler’ smethod of finite difference.

As a specid gpplication of the theory extensve computer smulaions are performed

on the void configuraiona evolution during the inter- and intra-granular motion,

under the actions of capillary and eectromigration forcesin thin film interconnects.

In this thess very rich computer smulation results have been obtained in regard to
void motion and shepe changes under various expeimenta conditions such as
aoplied dectric fidd, the wetting parameter, interconnect width, the initid void

morphology and findly the grain textures.

A s of formulas representing not only the upper and lower bonds for the cathode
falure times but dso the median time to falure is deduced for the bamboo and/or
near-bamboo dructures which is in excdlent agreement with the published

experimentd data

Key words: Hectromigraion, surface diffuson, metdlization, void morphology,

bamboo-lines, grain boundary, texture, median time to failure.
Y



Oz

ELEKTROGOGC’ E BAGLI BOSLUK-TANECIK SINIRI
ETKILESIMLERININ BILGISAYAR MODELLEMESI VE BAMBU
YAPILARDAKI KATOT BOZULMA ZAMANLARININ TAHMINI

OREN, Ersin Emre
Doktora, Metdurji ve Mazeme Mihendidigi Bolimi
Tez Yoneticis : Prof. Dr. Tarik O. OGURTANI

Ocak 2003, 242 sayfa

Bu cdismanin amaci; mikrodekironik devrderdeki metdik ince filmlerin bozulma
nedenleinin | ve yasam dirderinin tahminini saglamak  igin - gerekli olan  boduk
dinamigi, boduklarin sekil degiskliklei ve boduk ile tane gnirai  aasndeki

ekilesmlerin ayrintili bir sskilde incdenmesidir.

Yizeyler velveya aaylizeyler icaren cok bilesenli sgemler icin, icsd  entropi
Uretimi ve entropi ekma hizi terimler, dgnirli mikrodemanlar toplulugu  kavrami
kullanilarak ~ gdlidtirilmidtir.  Uglil kavsklar ve Sracn  noktdain  hareketleri ile
baglantili olaak gendlediriimis kuvvetller ve bunlaa begli &kilar dde edilmidir.
Bu yakladam, boyutsuzladiriimis yerd egrilige ek olaak yerd Gibbs donisim
srbest engjigni de goz Onine daek esss faz ile boduk arasndski medde

trandferini de dogd bir sekilde aciklamaktadir.
v



Tane dnirlai ile ekilesm hdindeki boduklar ile ilgili olarak egimli yizey ve
aagylzeylein dinamigini taif eden, iyi tavirli hareketli snir deger problemi dde
edilmidir.  Laplace denklemi  dolayli gnir  demeni  yontemi  kullanilarak
¢Ozilmigtlr. Elde edilen dogrusal olmayan kismi diferandyd  denklen sayisA

olarak Euler’in birli fark yontemi kullanilarak ¢ozilmistir.

Bu teorinin 6zd bir uygulamas oaak, uygulanen dekirik dan, idama
parametres, metdik arabeglantilain kdinligi, bedangic boduk morfogis ve tane
ygois gibi fakli deney degiskenleri kullanilarak, bodugun tane i¢i ve tander aras
hareketi ve sekil degisklikleri ile ilgli ¢ok zengin bilgissyar smilasyon sonudlari

ddeedilmidir.

Ayrica, katot bozulma sirderi icin sadece dt ve Ud gnirlai degil ayni zamanda
otdama sSireyi de veren bir diz foomil dde edilmis ve bunlain yayimlanmis

deneysd veiler ile miikemmd bir sekilde uyusmakta oldugu gozlenmidiir.

Anahtar  SOzcikler: Eekirogdg, yuzey difizyonu, metdlestirme, boduk

morfolgjis, bambu hatlari, tane Snirlari, tane ygois, ortdama bozulma zamani.
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PREFACE

Electromigration is the mass trangport of a meta due to the momentum transfer
between the conduction eéectrons and the diffusng metad aoms when an eectricd

current passes through ametd thin film.

Geaadin firgd reported dectromigration in 1861. This and dl the subsequent early
Sudies were concerned with liquid dloys and it was until the 1930's that the much
dower process of dectromigration in the solid dae was demondrated and
invedigated. For a leet a hundred years, dectromigraion was an interesting
problem in solid-date physcs, fascinating research a the universties but of no

interest whatsoever commercidly.

When the integrated circuits made its commercid agppearance in 1966, dl of this
changed; dectromigration was rediscovered and has been the subject of intense
sudy. This discovery, coming as a surprise to the indudtry, threstened to Stop
inegrated  circuit development in its tracks until solutions to problem become
available. This was possble only through intense research and deveopment efforts.
The reason dectromigration was a problem in integrated circuit technology lies in
the peculir combination of materid properties inherent in integraied circuit

conductors and in the relatively severe use conditions (Lloyd, 1997).



Commercid interest in the subject of dectromigration led to extensve research
efforts in the 1970's After 1975, most of the important concepts associated with
dectromigration falure had been identified, but many of the finer detals of these
concepts, and their interection to produce rdiability problems were not completdy
appreciated. In the two decades following, these concepts have been refined to the
point where a reasonable undersanding of what makes a circuit relidble and

unrdiable has been achieved.

Among a vaiely of gpproaches developed to study eectromigration phenomenon,
computer sSmulation is a powerful and efficent one. Through a computer
gmuldion, it is e to condder multiple mecheniams involved in
eectromigration to enhance the accuracy of the modd. Also it enables one to

observe the macroscopic effects of the microscopic varidbles to reved the ingghts

of this phenomenon thet may not be experimentdly possble

The dectromigration induced falure of metdlic interconnects is a complicated
process, which involves flux divergence, vacancy and/or atom accumulation with or
without compogtiond variaions void and hillock nudedtion, growth and shepe
changes (Arzt and Nix, 1991; Nix and Arzt, 1992). A near-bamboo grain sructure
is produced as the width of these interconnects is reduced to microscopic
dimensons This near-bamboo dtructure contains both interconnected networks of
gran boundaries as wdl as grans, which span the width of the line. In this case,
dectromigration-induced failure processes become more complicated due to the
exigence of gran boundary diffuson in addition to the surface and bulk diffuson

mechanisms (Sancheset al ., 1992).
XXX



In Chapter 1 of this thess a detaled literature review for the eectromigration
phenomenon and the void grain boundary interections in terms of triple junctions is

summarized.

A summary of the rigorous irreversble thermodynamic trestment of morphologica
evolution of curved void surface layer, interacting with the gran boundaries, a the
presence of dectromigration-induced forces is presented in Chapter 2. A completely
nomdized ad scded patid diffeentid  equation obtaned through  this
phenomenologicd treetment is ussful not only for the computer Smulation Sudies
of dloy sysems, but dso gives some clues how certan materid parameters of a
gpecific sysem may or may not be important in the determination of durability of

interconnects.

In Chapter 3, the numericdl methods and procedures used in the solution of the
completdly normdized and scded patid differentid equetion obtained in Chapter

2, are outlined comprehensively.

The extensve smulation experiments on the configuraiond changes associated
with voids during the inter- and intragranular motions in two dimensond Spece,
which is utlizing vaious initid void morphology, interconnect texture, with or
without anisotropic surfece diffuson and vecancy diffuson from the bulk (void

growth) are summarized in Chapter 4.

The computer program, which is developed in C Code for the computer smulation

dudies, islisted in Appendix B.
XXX



CHAPTER 1

LITERATURE SURVEY

1.1.0verview

Modern semiconducting chips include a dense aray of narow, thinfilm metdlic
conductors that serve to transport current between the various devices on the chip.

These metallic conductors are cdled interconnects.

As integrated circuits become progressvdy more complex, the individud
components must become increasingly more reidble if the rdiability of the whole is
to be acceptable. With the complexity of today’s microdectronics, an extraordinary
levd of rdigbility must be mantaned. For indance, if the probability of falure for
a tranggor is one in a million, and the integrated drcuit (IC) contains a million
trangdors, falure is very near cetainty. And today’s modern integrated circuits can
have more then ten million drcuit eements. Consequently, for any acceptable
relicbility on the chip levd, today’s circuit dements must be among the most

relidble things ever built in the world.



However, due to continuing miniaurization of very lage scde integraied (VLS)
arcuits, thinfilm metalic conductors or interconnects are subject to increesingly
high current dendties Under these conditions, eectromigration can lead to the
dectricd falure of interconnects in very short times by reducing the circuit lifetime

to an unacceptable level (Mahadevan et al., 1996).

It is therefore of great technologicd importance to underdand and control

eectromigration falure in thin film interconnects.

In conventiond metd wires like those used in house wiring, joule hesting limits he

dlowable current to about 10% A/cm?. At current densities higher than this the wire
will heat up and fuse Because they are deposted onto large efficient sngle crysta

dlicon heat dnks thin film interconnects in integrated circuits can sustain current

densitiesup to 107 A/ om? (Wang et al., 1996) without immediate damage.

Electromigration causes severd different kinds of falure in narrow  interconnect.
The mog familiar ae void falures dong the length of the line (cdled internd
falures) and diffusve displacements a the terminds of the line that destroy
electrica contact. Recent research has shown that both of these falure modes are
grongly affected by the microgtructure of the line and can, therefore be ddayed or

overcome by metdlurgica changes that dter the microstructure.



1.2.Interconnects and Processing

Interconnect metas and aloys must meet most of the requirements listed below

Y

Low resdtivity
Make ohmic contactsto p and n type silicon (S)

Low levd of gtress

vV V VY

Coefficient of thermd expanson (CTE) closeto S

Good adhesonto S and silicon oxide (SOy)

vV VY

Reection to S and SO, should be minimum during fabrication

Y

Resg the transport of maiter (caled eectromigration) due to high
current dengtiesin integrated circuits

» Reman morphologicaly stable under high temperatures

> Be dle to be deposted into thin films by Imple depostion techniques

such as sputtering.

By 1965, duminum (Al) met most of the requirements above. The man obdacle in
1965 was the requirements between S and Al. The solution was to add 1-2% S to

Al film.

By 1968, integrated dcircuits decressed in dze. This caused an increese in
dectromigration falure of Al interconnects As integrated circuit dimensons
decrease, the arrent dendty and the contact resistance increase. This results in the
increese in eectromigration falure, which in tun result in a short lifetime of the

integrated circuit. In 1968, the solution was to add 1-2% copper (Cu) to Al.
3



But as the years went by, integraied dircuits interconnect dimensons have
decreased ever since and the dangers of dectromigration failure have increased.
Additiond redrictions, rather than requirements, were needed for interconnection
and circuit design. These are cdled scding laws which were used to maximize

integrated circuit performance.

> Electricd sgnas must be above anoise leve

> Technologica requirements thet fix operating voltages

Today, the mgor chdlenges of interconnects are stress and eectromigration. Both
of these chdlenges lead to hillock and holefvoid formation, which ultimatdy lead to

devicefalure.

One of the requirements of acceptable meta interconnect in integrated circuits is its
ability to be deposted into a thin film form. The metd mugt dso be able to be

deposited by smple deposition techniques. These techniquesinclude:

> Vacuum evaporation

> Spuittering

> Chemicd vapor depostion

In figure 1.2.1 a cross-sectiond view of the interconnect structure can be seen.



interconnect lines Al

"via" W  anti-reflection
coating TiN

Figure 1.2.1: Cross-sectiond view of the interconnect structure.

The depodted metd is often highly polycrysdline The resdivity of the deposted

metd is usudly greater than the bulk vaues. Table 1.21 bdow shows example

metd comparing bulk and thin film residivity.

Tablel1.2.1: Resdivity of some metasused in thin films.

Metal Thin film Bulk Deposition Technique
(Wmx 10%) | (Wmx 107
Al 2833 2.67 Vacuum evaporation
Au 24 2.2 Vacuum evaporation or sputtering
Ni 12 29 Vacuum evaporation or sputtering
Mo 10 5.7 Sputtered and annedled

The increesed resdivity is due to the dructure of the thin film, which is

more

disordered with smdler grains than its bulk counterpart. These smdler grains carry



a higher defect and didocatiion dendty. This causes the eectrons to scatter more
frequently a the gran boundary region due to the smdler grans and its highly
caydadline dructure. This increases the resdud resigtivity, which in turn ads to the

ovedl resgivity viaMatthiessens srule.

After the depostion process, the unwanted portion of the thin film is etched away

by using lithographic or smilar techniques. This leaves the wanted interconnects.

Many devices today require interconnect dimensons of about 1m or less. At these
gndl dimensons dong with Segp topography, a uniform film depostion is needed

to ensure uniform contact.

1.3.The Physical Basis of Electromigration

Electromigration in generdly conddered to be the result of momentum transfer
from the dectrons, which move in the gpplied dectric fidd, to the ions which make

up the lattice of the interconnect materid (Arzt, and Nix, 1991).

When dectrons are conducted through a metd, they interact with imperfections in
the lattice and scatter. Scattering occurs whenever an aom is out of place for any

reason. Thermd energy produces scatering by causing atloms to vibrate. This is the

source of resstance of metds. The higher the temperature, the more out of place the

atom is, the greater the scattering and the greater the resistivity.



For eectromigration one needs a lot of dectrons, and dso one needs eectron
scattering.  Electromigration does not occur in semiconductors, but may in some
semiconductor materids if they are so heavily doped that they exhibit metdlic

conduction.

To describe the eectromigration process let us use an eectrodatic andogue. The

driving force for eectromigration expressed inthisway is

F=2Z"eE (13.)

Here, Z" is the effective vaance or effective charge, e is the unit eectrostatic

charge and E is the eectrodatic field. The Vdue of Z" has been expressed by

Huntington 1961, as

(132)

zZ
J--O:
3,

Here N is the dendty of conduction dectrons, r 4 is the specific defect resdivity,

Ny the defect dendty, r is the metd resdivity, and m is the effective mass of

the eectrons near the Fermi surface taking part in the momentum exchange.

The effective charge 7" characterizes the momentum trandfer, its vaue which is

not well understood, can be inferred from experimenta data



In andyzing dectromigration, it is ussful to separaie the net driving force on an
impurity into two parts. One part is cdled the ‘electron wind force that refers to the
effect of momentum transfer from the incident eectrons to the ionic atoms when an
dectrica current is goplied to a conductor. The other pat is cdled the ‘direct
force’; while the ions tend to move in the direction of the impulse during the
momentum exchange, which is in the direction opposte to the dectricd fidd, they
ds tend to move in the direction of the goplied fidd snce they are pogtivedy

charged. The baance of these two forces determines the movement of the ions.

Fiotar = Fairect TF wind (133

For smplicity, the term “eectron wind force” often refers to the net effect of these
two dectrica forces This smplification will aso be used throughout the following

discusson. The schematic picture of these forces can be seenin figure 1.3.1.

Fwind Fdirec:r

Figure 1.3.1: Thedriving force for dectromigration.

Using the Eingein - Nead rdaion for diffuson in a potentid fidd, the drift veocity

isobtained as,



Vg = BF :£|: _ DZ eE _ DZ erj

(134)
kT KT kT

Here, B is the mability, D is diffusvity, k is Boltzman's congtant, T is absolute

temperatureand | isthe current dengty.

From Eq. (1.34) dectromigration induced mess flow is seen to be directly

proportiond to the current dendty and the diffusion congtant D.

The drift veodty, vgig, Will be a function of the diffuson pathway and the
temperature dependence of vy Will be characterized by the activetion energy of
the predominant diffuson mechanism, Q, a shown in the following eguation

( Dy isthe temperature independent pre-exponentid);

D = D, exp(- % (135)

In generd, one can separde dectromigration-driven diffuson into threer Surface
dectromigration, bulk dectromigration and gran boundary dectromigration. The

schematic picture of these diffuson paths can be seen in figure 1.3.2.
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Figure 1.3.2: Thediffuson paths of eectromigration.

The asurface diffusion is the fastes one and in generdly grain boundary transport is
more rapid then intefacid or bulk diffuson. According to Lloyd (1997), the

activation energies, E, for the pathways are in generd,

3
E = E Egrain boundary = 3Ebulk (1'3'6)

surface

Figure 1.3.3 shows the differences between wide and narrow interconnects. In a
wide line, gran boundaries form a continuous network, and as discussed above
diffuson on gran boundaries is fager than diffuson in latice so the later is
negligble (Wang and Suo, 1996). By contras, a narow line has a bamboo-like
gran gructure, where grain boundaries are far gpart and nearly perpendicular to the

interconnect line direction.

In addition to rounded voids, dits have been observed both in bamboolike gran

and single crygtdline interconnects (Sancheset al., 1992; and Rose, 1992).

10
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slif
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Figure 1.3.3: a) Wide and b) narrow (bamboo-like) interconnects.

Void migration may be understood in terms of surface diffuson. Atoms diffuse on
the void surface from one portion of the void to the ancther, so that void gppears to
trandate in the grain. It has been suggested that a rounded void is undable the
dectric current may amplify a smal asymmetry in the void shape and cause the
void to collgpse to a dit (Wang et al., 1996). There are two forces that compete to
determine the void shepe. Surface tensgon or “ capillary forces’ favours a rounded
void, and dectric current “ electron wind brce” favours the dit. Thet is under the

eectric current avoid collgpse to adit.

Figure 1.34 illudrates a void, as aoms diffuse dong the internd void surface. For
amplicity, it is assumed that the void is across the thickness h, and the conductor is

isotropic. Both dectric fidd and surface energy drive diffusion:

1=29 2 o Ly O 13,
WwT g & W (137



Here J is the surface flux of aoms (the number of aoms passng per unit length
per time), D is the surface diffusivity, d is the thickness of the surface layer taking

pat in the diffuson process W is the atlomic volume, g is the surface energy, k is

the curvature of the surface (pogtive for arounded void), and | isthe arc length.

The physcd meaning of Eq. (1.37) is that aoms will diffuse in the direction of
eectron flow if the dectric wind force dominates, but toward the postion with large

curvature if the capillary forces dominate.

Figure 1.3.4: A narrow dit emanates from arounded void.

Subjected to an dectric fidd, a circular void can trandate in a conductor, without
changing its shepe, as a@oms diffuse from one portion of to void surface to another.
The moving drcular void is a solution to Eq. (1.3.7); the surface energy does not
drive diffuson in this gtuation, because the curvature is condant on the void
surface (Ho, 1970). However, the following condderation indicates that the circular
void is undable when the dectric fidd is large. The fidd projected on the dit
surfaces tends to move atoms away from the dit-tip and extend the dit. The surface
energy has to oppodite effect: It tends to move atoms toward the dit tip and hed the

dit. A dimensionless number emerges from Eqg. (1.3.7) and this consderation:
12



eZ'r Ja’
C=——

v (139
with a being the Sze of the void. When c is smdl, the surface energy dominates,
and the void will remain rounded. When c is large, the dectric fidd dominates, and
the dit will fom (Suo, et al., 1994). It is conduded that dit-like falures will
therefore be dominant in wide lines with large voids and/or a high current dengties.
However, this caculation did not take into accaunt the effects of finite line width
and the reallting current crowding with progressve void growth. Also, the

competition with void growth is neglected, which results in a reserved current

densty dependence (Kraft and Arzt, 1997).

1.3.1. Black’sLaw

If the dectrons @ zero fidds are conddered to have an entirdy random motion,
both before and after being accderated and colliding with ions with nearly dagtic
colligons, they pass on dl of ther momentum to the ions The rae of mass
trangport by momentum tranfer between thermally activated ions and the dectrons
is directly proportiond to the number of activated ions or targets availeble per ont,
the number of dectrons per second available for driking the activated ions, and the

momentum of these eectrons. This may be expressed as.



R = F.(electron momentum)
.(number of eectrons passing through a unit volum e per second)
.(effective targed cross - section)
.(duminum activated ion dengity )

(1.3.1.1)

where R istherate of masstrangport and F isacongant.

The additiond momentum P picked up by an dectron fdling through an eectric

fidd adistance of its mean free path |, with an average velocity v, is
P:eEI—:erJl—:eEt =ejt (1312
Vv Vv

The average velocity v is determined manly by the therma veocty v, and is

peturbed only dightly by the drift veodty varitt. t is the mean free time between
odlisons, e is the charge on dectron, r is the volume resdivity, and | is the

current dengty.

The number of dectrons per second, which are trangported through a unit volume of

metd, isrdaedto | by
N = nvdl'ift =le (1313)

where n isthe dectron dengty.
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One may congder the number of ectivated ions per cubic centimeter in the metd to

follow the Arrhenius equation as a function of temperature. Thus,

Activated aluminum ion density = Fle('f /KT) (13149

Where, f is the attivation energy in dectron volts, k is the Boltzmann's congtart,

T is the film temperature in degrees Kelvin, and F; is a congant for a given meta

and diffuson process

The mediantime-to-falure in hours (MTTF) of a metd film conductor is relaed to

rate of mass transfer and the conductor cross sectiona area by

Fowt

(13.15)
MTTF

where F, is a constant, w is the conductor width, and t; is the film thickness

expressed as centimeters. The film cross sectiond aea enters directly into this
expresson since it determines the minimum void size, which must form to cause an

open circuit.

Eqg. (1.3.1.1) may be rewritten by subgtituting Eq. (1.3.1.2) — Eq. (1.3.1.5) as



ef o

wt i -G—==
L= Fg%rj_glCSOnicFle ekT o
MTTF e " Vge
‘o (1.3.1.6)
a=f o
| 20 G
= F? _C§onic122|:1e ckTo
e v a

where csjgnic 1S ionic scattering cross section. The firgt term in parenthesis on the

righthand dde of this lagt equation is the force acting between conducting dectrons
and the ions, while the second term expresses the dendty of the activeted ions as a
function of temperature. This equation neglects the opposng force due to the
dectric fidd. By consolidation of the congants the Black’'s Law may be expressed

as (Black, 1969):

MTTF = A2 expl 0 (13.17)
ekTg

The condant A embodies severd phydcd propeties induding, the volume
resdivity of the metd, the eectron free time between collisons or the eectron free
path and average veocity, the effective ionic scattering cross section for eectrons,
the frequency factor for sdf-diffuson of duminum in duminum, and a factor

relaing rate of mass transport with MTTF.



1.4.Experimental Observations

Experimentd obsarvations of the falure development during eectromigration
indicate that dectromigraion falure is the result of complicated competition
between growth, shape change and motion of voids (Arzt et al., 1994). The
interaction between these mechanisms is not wdl understood, dthough severd
important attempts have been made to modd such events. Void motion has been
trested, for example by Ho (1970), with the result that smal voids migrate more
rapidly. More recently, Nix and Artz (1992) have suggedted that a criticd void sze
exigs for which void mation is minimum; the consequence could be tha larger
voids cach up with smdler ones, moving more rapidly as they do so and resulting
in a caastrophic mechanism of void growth and falure. As described by Bergesen

et al.,, (1991) grain boundaries can trgp voids until they reach a criticd size.

Frd, voids ae not datic but raher show motion, usudly in the direction opposng
the dectron wind. This has been confirmed by severd in Stu scanning eectron
microscopy (SEM) on unpassvaed Al lines, and fidd-emisson SEM or scanning
transmisson dectron microscopy (STEM), imaging back-scattered  electrons, on
pessvated Al lines It was dso observed tha voids can “hed” by bresking up into

smdller fragments or grow by codescing with other voids.

Second, besdes “dasscd” gran boundary diffuson, surface and interface
diffuson can contribute to the damage devdopment. This is suggested by in stu
transmisson eectron microscopy (TEM) dudies on lage graned Al dripes and

films reveding voids indde the grans These voids had grown in the direction of
17



current flow lines, sometimes without gpparently interacting with grain boundaries.
Thinning of large regions within a Ingle grain in an Al film during dectromigration
testing was observed. Both obsarvations cannot be explained if the grain boundaries

are the only diffuson peths.

Third, voids do not grow in a sdf-amilar manner, but can show sgnificant shape
changes. This point has been especidly emphasized as a result of éectromigration
teds that were interrupted several times for damage characterization in an SEM
(Kraft, et al., 1993). A typicd void shape has been identified which appears to be
necessary for the development of a falure Ste. The resulting fata void often has a
dit-like morphology, which gives the agppearance of a crack perpendicular to the
line. Following detailed experimentd observations dates that these dits frequently
do not follow gran boundaries, as might be expected, but are transgranular. Agan
these obsarvations indicate the necessty to consder mass trangport mechanisms

other than the grain boundary diffusion.

According to damage andyss peformed by Kraft and Arzt (1997) there are two

important observations,

Falure by dit-like voids, which are frequently (but not dways) tranggranular, is

predominant for conductor lines with a pronounced bamboo structure.

All fad voids in lines with a bamboo or near-bamboo grain Sructure exhibit an

asymmetry with respect to the eectron flow direction.



It has been seen that this asymmetrica void shepe and, in paticular, the dit-like

voids are the result of shape changes during the damage evolution.

Figure 1.4.1: SEM micrographs showing a time sequence of the same dte on a
conductor line after @ 243 h, b) 445 h, ¢) 658 h, d) 1318 h, ) 177.2 h, and f)

1901 h (Arz, et al., 1994).



Figure 1.4.1 shows a typicd sequence of void growth in a 1.8 mwide line of the
sandard metallization stressed with a current density of 1.6 MA/cnf. These
micrographs were taken during interruptions of the test. In dl of these and the

following micrographs, the direction of the eectron flow isfrom right to left.

Figure 1.4.2: SEM micrographs showing a time sequence of the same Ste on a
conductor line after @) 658 h, b) 1318 h, ¢) 177.2 h, d) 3419 h, e) 5286 h, ad f)

7806 h (Arzt, et al., 1994).
20



In figure 1.4.2, the devdopment of another typicd damege dte in a different line

during the same test is presented.

Comparing the two fata voids in figure 1.4.1f and figure 1.4.2q, it is driking thet
the void contour that turned againg the direction of the eectron flow is more or less

perpendicular to the line (Arzt, et al., 1994).

The man observaions of Arzt, et al. (1994) dSgnificant for the falure mechaniam,
pertains to the fact tha fata voids have a typicd dit or wedge shgpe with a
pronounced asymmelry. Fgure 14.3 illudtrates this obsarvaion schematicdly:
Figure 1.4.3a shows a void with a draight cathode boundary oriented perpendicular
to the line. An opposite boundary configuration of a fad void EFigure 1.4.3b) was
never observed. Certainly in an earlier stage of void growth this shape can occur,
but does not seem to be critical; ingead the void has to change its shape in order to
become fatd. The eectron wind is expected to interact with the \oid shape in a way
uggested quditatively in figure 1.4.3. The driving force for dectromigraion on a
void surface depends, to a fird approximation, on the angle of this surface redive
to dectron flow. Therefore a driving force does not appear on a surface
perpendicular to the dectron flow. Following this ressoning a void with a shape
shown in figure 14.3a becomes criticd, because the dectromigrationinduced
mass flux from 2 to 1 is larger than from 3 to 2. Consequently, mass is removed &
2, the void grows across the ling, and causes failure. Contrary to this, a void with a
shape as in figure 14.3b should be uncritica, because dectromigrationinduced

meass flux from 3 to 2 is larger than from 2 to 1. Thus the void grows dong the line,



like the void shown in figure 14.4a to c, until it changes the shgpe to a criticd

configuration shown in figure 1.4.4-d.

Figure 1.4.3: Schemdic illudration of the interaction between the void shepe and

the dectron wind. @) Criticd void shape, b) Uncritica void shape.

Figure 1.4.4: SEM micrographs showing a time sequence on a conductor line of the
“reflowed” film after @) 122 h, b) 165 h, ¢) 2552 h, and d) 422 h (Arzt, et al,,

1994).



This ample modd is dso conggent with figures 14.1 and 14.2 (and many other
observations). Figure 1.4.1 shows a void with a critica shape, which produced the
falure without any sgnificant shgpe changes Figure 1.4.2 illudrates a void with an
uncritical shepe until one pat of the void broke avay and moved dong the line
This second void findly sopped moving and grew with a criticd shepe a the
expense of the other fragment, producing the open circuit. For the falure of the line
the growth of the void to a cetain sze was not sufficient, the void norphologicd

change was also necessary.

In summary, there is a sequence of void behavior as follows

1. Void nuclegtion occurs a the line edge, probably where it is intersected
by a gran boundary. Nudedion takes up only a smdl pat of the
lifetime.

2. Vod growth gppears to be linear with time, as would be expected from
gectromigration kindtics & a condant current dendty. In order to
continue growing, avoid has to have a critica shepe.

3. Void mation is not dways observed, but in severd cases a void moved
over some microns, opposite to the dectron wind, until it became fatd.

4. Shape change of a void is often the find dep to produce the falure. It

may take up a subgtantid fraction of alifetime of aline.

At lesst two fundamentd problems pose thenmsdves in the light of these
observetions. Fire, why do the voids depat from an energeticdly favorable circular

shepe in the fird place? And second, wha is the driving force behind the
23



characterigtic asymmetry in criticd voids? The firs effect could due to faceting
because of anisotropic surface energy. The second, however, must be rdated to the

dectron wind.

1.4.1. Lifetime Measurement

The didribution of falure time is a citicd factor for the prediction of
dectromigration rdiability. The importance of correctly determining the datidticd
modd governing the dectromigration falure process aises from semiconductor
manufacturing, in which the extrgpolation of drcuit peformance to low falure

percentage (commonly 1% or 0.1 %) is required (Christou, 1994).

The lifetime measurement of conductor lines is the most commonly used method
for evauaing eectromigration resstance. The results usudly follow a log-normd

digribution and are given in teems of a median time-to faillure (MTF), or &, which
is the time to reach a falure of 50% of a group of identical conductor lines. In order
to obtan the result of lifeime measurement in a reasonable time frame, the
eectromigration lifetime test is carried out under a sat of accderated test conditions
a devaed temperatures and with high current dendgties The data ae then
extrgpolated to the device operding conditions which ae usudly a room
temperature and with current densty bdow 510° A.cm? by an Arrhenius-like

empiricd equation:
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where n isknown as the current dengity exponen.

In the Black's Law, given by Eq. (1.3.17), the exponent of the current densty is

cdculated as 2.

Experimentd vaues of the current dendty exponent, n, have been found generdly

inthe range of * to 3, but large vaues, such as 1°, have aso been reported (Ho and

Kwok, 1989).

1.5.Failure Mechanisms

The three predominant mechanism in dectromigration falure process discussed
here include those aswociaed with the metdlurgicagatistical properties of the

interconnect, the therma accderating process, and the hedling effects.

The metdlurgicaldatisicd propeties of a conductor film refer to the
microstructure parameters  of the conductor materiad such as the gran sSze
digribution, the didribution of gran boundary misorientaion angles and the
indingtions of grain boundaries with respect to dectron flow. These metdlurgica
paameters can only be dedt with gatidticaly because they usudly gppear to be

random (Christou, 1994).
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misorientation angles, s and indination angles, F ’s.

As illusraed in figure 151, the misorientation angleq, between the two grans
defining the grain boundary determines the mobility of the aoms in that boundary;
the gran boundary inclinaion with respect to the eectron flow, F, patidly
determined by gran Sze vaidion, determines the effectiveness of the gpplied
dectric fidd in that gran boundary; and the gran Sze vaiation determines the
change in the number of the atomic paths across a cross section of the interconnect.
The vaiaion of al these microgructurd parameters over a film causes a non-
uniform digribution of atomic flow rate. Therefore non-zero atomic flux divergence
exists at the places where the mimber of aoms flowing into the area is not equd to
the number of aoms flowing out of that area per unit time (Lloyd, 1980). With the
non-zero aomic flux divergence, there will be either a mass depletion (divergence >

0) or accumulation (divergence <0), leeding to formetion of voids and hillocks.



Falure results ether from voids growing over the entire line width that cause
bresking of the line or extrusons that cause short drcuits to neighbouring lines

These failure modes can be seen in figure 1.5. 2. and figure 1.5.3.

Figure 1.5.2: Open circuit falure (Nix, et al., 1992).

Figure 1.5.3: Hillocking, short circuit failure (Nix, et al., 1992).

The therma accderating process refers to the accderdtion  process  of
eectromigration damage due to the locd increese in temperature. A uniform
temperature  digribution dong an interconnect is possble only before any

2z



electromigration damage occurs. Once a void is initisted, it causes the current
dendty to increase in the vicinity around itsdf because it reduces the cross sectiond

area of the conductor.

The increase of the loca current densty is referred as the current crowding. Since
joule heting is proportiond to the square of current densty, the current crowding
effect leads to a local temperaure rise around the void that in turn further
accelerates the void growth. The whole process continues till the void is large

enough to bresk the line (Sigsbee, 1973). Such a process can be seen in figure 1.5.4.

—»{ Growth of voids j

Increase of | Increaseof local
temperature current dengty
Increase of Joule
. «—
hegting

Figure 1.5.4: Thermd acceeraion loop during dectromigration.

The heding effects refer to those caused by the aomic flow in the direction
oppodte to the dectron wind force, the back-flow, during or after ectromigration.
This back-flow of mass begins to take place once a redidribution of mass has begun
to form. It tends to reduce the falure rate during dectromigration and partidly heds
the damage after current is removed. The cause of this back-flow of mass is the
inhomogenities, such as temperature and/or concentration gradients, resulting from

electromigration damage.



151 ditlikeVoiding

At the present dage of miniaturization, “bamboo” or “nea-bamboo” lines, which
condsg manly dgngle oydds in sxies ae commonly present in advanced
microdectronic  devices. According the Arzt et al, (199) the fdlowing
mechanisns ae identified during Scanning Electron  Microscope  (SEM)

obsarvations.

» Nudedtion of a void, after a certain incubdtion time, a the Sdewals of
the line (most likely a a defect),

Faceting of the void surface,

Motion of the void in the direction againg the eectron flow,

Growth of thevoid,

Shgpe change of the void to a dit like geometry, producing the find

falure of theline

vV V V¥V VY

Sit-like tranggranular voids have repestedly been found in bamboo dructures and
have prompted consderable debate on the mechanism of their formation (Sanches

et al,, 1992a; Sanches et al., 1992b; Sanches et al,, 1992¢; Rose, 1992).

Obsarvations of Arzt et al., (1996) show unambiguoudy that the decisve processis
a shape change mechanism (and not a mechanica cracking process, as may be
hypothesized). The mechanism of shgpe change must rdy on diffuson dong the
void surface; it has been found to occur even without further void growth. In many

ingtances dits are found to be transgranular, as has been confirmed by imaging with
2



a focused ion—beam microscope (FIM) (Sanches et al., 1992a), or with the
transmisson eectron microscope (TEM) (Rose, 1992). Hence the damage process

ismany cases no longer corrdated with the grain sructure of the line.

Severd mechanisms now contribute to the falure event: void growth requires
diffuson dong the line surfaces (interfaces with surface oxide) or, less likdy, dong

didocation cores; and void mation can proceeded, like shape change.

1.6.Bamboo Structures

Demands for higher densty S integrated circuits continue to push interconnect
dimengons to smdler szes When interconnect line widths are smdler than or close
to the average gran diameter of the origind continuous Al film from which the
lines were paterned, ther rdiability improves but is limited by fundamentdly
changed dectromigration processes. For example, a line whose width is greater than
the average grain diameter of the continuous film has a continuous network of grain
boundaries. However, if the line width is smilar to or smdler than the average grain
diameter of the continuous film, some of the grains span the line width, so that the
gran bounday path dong the line is interrupted by gpanning grains (bamboo
graing). This line a socdled nea-bamboo line consss of a mixture of
polygranular clusers and bamboo grans. Electromigration or current-induced
aomic diffuson occurs by gran boundary diffuson in nontbamboo lines but
occurs by a mixture of mechanisms in near-bamboo lines, 0 that lifetimes and

failure mechanisms change in narrow lines.
D



As the leve of integration increases, interconnect line widths decrease, and as hotter
and deaner depostion processes ae used, average gran  Sze  increases.
Furthermore, in  integrated circuit processng, interconnects ae subjected to
successve hightemperature  steps  after  patterning, such as  passvaion and
packaging. During these podpatterning high temperature processes, the grain
sructure of lines evolves to more bamboo like microgtructures due to grain growth
(Joo and Thompson, 1997). All these trends have led to near-bamboo and bamboo

microstructures common in modern interconnect meterids.

In near-bamboo lines, dectromigration is expected to occur dong a least two
fundamentdly different paths. In the polygranular dugers, aoms diffuse dong
gran boundaries; in bamboo grains aoms diffuse through the volume of the grains.
Electromigration induced falure mechanisms should be affected by the dominant
diffuson mechanism. Long polygranular dudes lead to the “erosonvod’
mechanisms observed in wide lines, in which dgnificant atomic diffuson occurs
dong gran boundaries Lines with predominantly bamboo grains can fal by other
mechanisms, incuding the formation of the socdled dit like voids which are very
narrow but propagete across the lines to cause falure (Sanches et al., 1990). Slit
like voids usudly form indde a gran and not dong the grain boundary (i.e, they
are intra-granular). The formation of intragranular voids clearly indicates that these
voids ae asociaed with diffuson mechanisms other than gran  boundary

diffuson.



1.7.TripleJunction Problem

The subject of capillary-driven shgpe and microstructurd  evolution in olids il
represents a chdlenging theoretica problem in materids science. It combines the
exdting posshility to meke quantitative prediction about the behavior of red
maerid as diverse as, sgpphire and ice, with the degancy of the fundamenta laws
of physics. The importance of this subject for materids science is connected with
the fundamentd role of surfaces and heterophase boundaries in physcd and
chemicd proceses in solids, in dability of dStructure and properties of materids.
Wetting, sntering, grain growth, grain boundary grooving, growth of thin films, and

gability of multilayer, represents just afew examples.

In the early fifties this area patidly put into a solid quantitative framework by the
classca works of Hering (1951), Von Neumann (1952) and Mullins (1957) which
dgrictly rdy on the equilibrium themodynamics and the Gibbs description of
interfaces and surfaces (Gibbs, 1948; Defay et al. 1966). Mullins (1957) made the
vay fird andyticd sudy that was relaed to the grooving of a gran boundary
without having the gran boundary diffuson by conddering the triple junction to
have the equilibium capillaity configuration sidfying the Young (1805)
rdaionship. Chuang and Rice (1973), Pharr and Nix (1979, and dso Huang et al.
(2000) dudied very smilar problem namdy the creep cavity growth on gran
boundary. They condder two coupled processes, namdy the surface diffuson
taking place on the interface separating the bulk phase from the cavity, and the
gran boundary diffuson driven by the gradient of the normd dress acting in the

boundary. Triple junction is the place where these two processes are coupled. The
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boundary conditions a the triple junction are assumed to be the continuity of the
chemicd potentiad, the consarvetion of mass and agan the equilibrium capillarity
configuration for the geometry. In the later studies by Needleman and Rice (1980),
Pan and Cocks (1993 and 1995), Cocks (1994) and Kucherenko et al. (2000),
exectly smilar thermodatic boundary conditions were employed & the triple
junction regardless of the nature of the numericad methods adopted by them. Mogt
recently Khenner et al. (2001), have peformed extensve numericd smulaion of
granboundary grooving by the levd s mehod, but 4ill  utilized locd
thermodynamic eguilibrium conditions & the groove roots tha were ealier adso
assumed by Ohring (1971) in his andyticad studies on dectromigration damage in

thin films rdying on the Mullins theory of thermd grooving.

Thee boundary conditions, as admitted by many invedigators working in this fidd,
are mutudly incompatible a the triple junction even though they are widdy used in
ther formulaions reying on the vdidity of Hering's rddionship between the
chemicd potentid and the curvature, which is itsdf quettionable a that geometric

sngularity.

At the triple junction there is no way of defining sngle curvature because of the
lage discontinuity due to finite dihedrd angle. Therefore Herring's rdationship,
which is vdid for only smoothly variying surfaces, can not be used a the triple

junction.



Continuity of the chemicd potentid implicitly asumes that there is a locd
equilibrium which violaes the posshility of internd entropy production. However

the triple junction mation is completdy naturd (irreversible) process.

The driving force not only depends on the curvature gradient but aso depends on
the gradient of the gibbs free energy difference between bulk and surface layers. In
reality this additional term becomes respongble for the growth of the void surface

layer during the shape evolution.

Takahashi et al. (1991) made smilar dudies on the void shrinkage process utilizing
two different numerical but rather ad hoc modes. One of them aways redricts
dihedrd angle q to the vaue of the equilibrium badance In the other modd, the
locd equilibrium a the triple junction is ignored (free dihedrd angle). The second
modd resulted in a bonding pressure exponent that is in agreement with the
expeimenta observaions namdy; the dihedrd angle is not dways condant and

changes asincreasing net sressis applied to the bond-interface.

The triple junction eedy dae kinetics is dso invedigated recently by Gottdein
and Shindeman (2002), in ther dudies rdated to the gran growth in 2D
polycrysds by utilizing a modified verson of the Von Neumann-Mullins
relationship (2001) as a bass for the theoreticd work. As a driving force for the
triple junction mobility they assume an ad hoc connection, which may be vdid only
for the symmericdly digposed dihedrd angles having an equilibrium vadue exactly
equa to p/3. Vey dmila problem, namdy the gran boundary crack growth in

interconnects with dectric fied is conddered by Liu et al. (2001). They proposed
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that one has deady dae shgpe evolution having an equilibrium angle a the crack
goex by further arguing that the crack gpex does not conditute a point source of
entropy production, which is actudly the key point in our theory of irreversble
processes asociaed with the evolution dynamics of dosed curved interfaces having

triple junction Sngularities

Recently nontboundary tracking methods have been increesingly applied to
gmulae complex microgructurd evolutions, including the Monte Calo methods,
the cdlular automata, and the phase fidld method (Mahadevan and Bradley, 1999).
In the phase fiedd gpproach the fidd variables governed by semi-phenomenologica
equations of motion, eg. the Cahn-Hillad non-linear diffuson equation for the
densty fidd, (Cahn and Hillard, 1958), and the time-dependent Ginzburglandau
equation for the longrange order paameae fidd (Lifshitz and Pitaevskii, 1980).
Kazaryan et al. (199) genedized phese fidd goproach by incorporating the rigid-
body rotetion for the computer smulation of sntering by further assuming that the
triple junction velocity can be determined from the Steedy dtate requirement a the

gran boundary.

Triple-junction motion is ds0 investigated by Cahn et al. (1996) for an AllenCahn
/ Cahn-Hilliad sysgem utilizing long time asymptotics (Cahn and Hillard, 1958;
Novick-Cohen, 2001), which is dill incorporated by the requirement of the uniform
displacement. They ds0 assumed that one has locd physcochemicd equilibrium
and continuity of chemicd potentids a the junction. However the more serious
redriction associated with the method of phase fidd is the utilization of symmetric

free energy form “double wdl potentid” which results not only equd interfacid
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enagies but dso hinders the paticle growth process as admitted by the author

themsdves.

1.8.Methodsto Improve Electromigration Resistance

One of the gods in dsudying dectromigration in thin-film conductors is to devise
methods to improve the dectromigration resstance of interconnects. In the pag,
this practicd aspect of dectromigration study has been emphasized, particularly
among the indudrid Ilaboratories As seen from the dectromigraion induced
damage formaion process, it is cear tha the basic requirement for reducing
damage is to minimize the locad divergence of the atomic flux. This can be
accomplished, in principle, by reducing the magnitude of the atomic flux and/or the
inhomageneity of the parameters controlling the mass trangport (Ho and Kwok,
1989). Since the damage process is complex in naure, methods found to be

effective often incorporate severa factors for reducing the flux divergence.

The magnitude of the aomic flux is detlermined by the dectromigration driving
force and the grain boundary diffusvity. Thus, to reduce the aomic flux, the choice
is to reduce the driving force and/or the diffusvity. To reduce the driving force has
some badc difficulties gnce it requires ether a chance in the scattering process
reponsble for the effective charge or a reduction in the current dendgty. The
scattering process is intrindc, thus difficult to change. A reduction in the current
densty is not practicad since the current densty is dictated by device reguirements

and the tendency is to increase its magnitude for smdler devices. This leaves the
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choice to reduce the gran boundary diffusvity. To achieve this the most common
gpproach is by solute addition dthough it shoud be emphasized that solute addition
can contribute to the improvement by other effects eg. gran dructure
modification, and is not confined only to the reduction in diffusvity. The best-
known example of solute addition is the improvement of eectromigration resstance
in Al dripes by the addition of Cu (Ames et al., 1970). Other solute dements such
a Mg, Mn and Ti have ds0 been shown to be effective in improving the
dectromigration lifetime in Al dripes (Gangulee and d'Heurle, 1973). Solute
dements or impurities in the thin film can reduce the magnitude of the
dectromigration flux, which has been atributed to the segregation of these
impurities a the gran boundaries and ther interaction with the migration ions.
Since the solubility of Cu in Al is only about 0.16 a&. % a 300 °C (Hansen, 1958),
excess Cu atoms are likdly to segregate a the Al grain boundaries. It was observed
in a marker experiment (Ho et al., 1975) tha Cu addition of an amount exceeding
the solubility limit could reduce the dectromigration flux of Al a the gran
boundary. Cu aso forms second-phase compound particles with Al, which serve as

sources of Cu aomsto Al grain boundaries.

Efforts in reducing the flux inhomogeneity have been focused on the modification
of gran dze and microdructure. Improvements of eectromigration resigance in
dnge-crystd Al sripes (d'Heurle and Ames, 1970) and in conductor composed of
a chan of Al sngle-crysd grains (Herzig and Wiemann, 1974) or fabricated from
lage-gran Al films (Pierce and Thomas, 1981) have been reported. Microstructure

modifications, such as the use of bamboo grain dructure in Al (Fierce and Thomes,



1981) and AlCu (Vadya et al, 1980; Kwok, 1987) fine lines have ds0 been

shown to be effective in improving the eectromigration resistance.

Another gpproach for improving the dectromigration resdstance in thin-film
conductors is to provide a cover of a protective layer cdled overcoat. The
mechanism for the improvement is not wdl understood dthough it is likdy thet the
overlayer dters the source or the snk condition of the free surface so as to reduce
the rate of supplying, or annihilating, defects from the surface to the grain
boundary. The increese in dectromigretion lifetime in Al dripes with a layer of
glass was firg reported by Black (1969). In generd, the dectromigration lifetime of
most conductors increases by about an order of magnitude when covered with a

glass passvation layer (Ho and Kwok, 1989).

A ocombinaion of solute addition and dructure modification has been used to
improve the dectromigration resstance of Al and AlCu fine lines. The method is
to incorporate an aHrandtion metd intermedlic sandwich layer in the conductor,
dther in the middle or as top and bottom layers (Havard and Ho, 1977). The
improvement in the dectromigration lifetime was found to be 50 — 100 times
(Howard et al., 1978). The intermetalic layer was formed by reacting Al with a thin
layer of a trandtion metd, eg. Cr, Hf or Ti. These trangtion eemerts have been
found to serve severd purposes Fird, they reduce the eectromigration rate of Al.
second, the intermetdlic layer was found to serve as a barrier to prevent the linkage
of voids formed in the top and the bottom Al - Cu layers. And third, it modifies the
microgructure in the top and bottom Al - Cu layer, eg., to induce a columnar grain

dructure, thus reducing sructura divergent Stes for damege formation (Kwok et
3



al., 1984). A amilar agpproach has been found bay Gardner et al. (1985) in alater

study to be effective in improving the dectromigration resstance of Al lines.



CHAPTER 2

IRREVERSIBLE THERMOKINETIC THEORY OF
SURFACES & INTERFACES

2.1. Introduction

As entirdy discussed in Chapter 1.7, up to now dl the heoreticd Sudies rated to
the interfaces and surfaces, which are reported and cited in the literature, are strictly
relying on the dasscd themodynamics as a generd tool for the macroscopic
description of physicochemica  processes with some obscure modifications in the
concgpt and usage of chemicd potentids, and the free energies especidly in the
presence of extendly imposed force fidds (dectricd, magnetic, etc) without
conddering their origind grictly mathematicd  definitions by Gibbs (1948). The
more serious limitation of these gpproaches lies in the fact that the methods are

based on reversible processes and true equilibrium dates.

This chapter focuses on the irreversble or nonequilibrium  thermodynamic
treetment of the shape evolution dynamics of closed surfaces and interfaces
composed of ordinary points and the intefadd triple junction sngulaities

(Ogurtani and Oren, 2001-3). By relying only on the fundamenta podulates of
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linear irreversble thermodynamics as advocated by Pigogine (1961) for the bulk
phases, Ogurtani (2000) has obtained a compact and rigorous andyticd theory of a
network of interfaces that are interconnected by triple junctions and embedded in
bulk phases by utilizing the more redisic monolayer modd of Verschaffdt (1936)
and Guggenheim (1959) for the description of interfaces and surfaces A brief
summary of Ogurtani theory on the triple junction is reported recently by Oren and
Ogurtani (2002) in connection with ther computer smulation sudies on the effect
of vaious combingtions of gran textures on the life time and the falure

mechanisms of thin film interconnects with bamboo structure,

In this chepter, fird of dl, the linear thermodynamics of irreversble processes are
introduced in section 22 for surfaces as wel as for bulk phases usng the
conventiona meacroeformulation for homogeneous and isotropic close sysems as a
dating point for the locd micro discrete formulation adopted in this work. In
section 23 the entropy production associated with the virtud digplacement  of
ordinary points and the singular point such as a triple junction are tregted rather
rigoroudy by usng mico-discrete (draight) intefacid dements as a dating
convenient mathematicd tools and then passng to the continuum representation by
aoplying legitimate  limit  procedures frequently employed in  cdculus The
generdized forces and conjugate fluxes associaed with the triple junction are
obtained in terms of the asymmetric dihedrd angles and the specific Gibbs free
enagies rdated to the void surface layer and the gran boundary interface,
respectivedly. The longitudind and transverse displacement velocities of the triple
junction ae dso deduced as a by-product of this trestment. In section 24 a

universd  mathematicd modd for the void shgpe evolution dynamics in the
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presence of the void — grain boundary interection is developed by introducing a
novd normdization and scding procedures which completdy diminate the any
necessty for the knowledge of the gpecific maerid properties. This unique
formulation based upon the monolayer modd of autonomous interfaces is resulted
mathematicdly sound and phydcdly plausble boundary conditions that ae
necessay and aufficient for the unique solution of the nonlinear partid differentid
equation, which dictates the kindic behavior of voids during intragranular and

intergranular motion.

2.2. Irreversible Thermokinetics of Micro-Discrete Open Composite

Systems with Interfaces

The term microscopic region refers to any smdl two or three-dimensond region
containing a number of molecules sufficiently large not only for microscopic
fluctuations to be negligible but dso dl of the intensve properties are homogeneous
in gpace. The compodte sysem, conddered here, hes a least two physico
chemicdly diginct domains (or pheses in most generd sense) separated by thin
layers of interfaces, tha are not only mutudly interacting by the exchange of matter
and enagy but they ae ds0 completdy open to the surroundings through the

moving or immobile boundaries.

In this theory, the generd view points of Guggenhem (1957), van der Wads and
Bakker (1928) ae adopted as far as the interface between any two phases or

domains is concerned. Namdly, the interface is autonomous, finite but a thin layer
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across which the physcd properties and/or the sructures vary continuoudy from
those of the interior of one phase to those of the interior of the other. Figure 221
shows such a sysem. Since the interfacid layer is a maerid sysem with well-
defined volume and materid content, its thermodynamic properties do not reguire
any specid definition. One may speek of its temperature, entropy, free energy, and
composition and so on jus as for a homogeneous bulk phase The only functions

that call for specia comment are the pressure and the interfacia (surface) tension.

Figure2.2.1: Structure of theinterface s , which separatesthephasesa and b .

The totd reversble work, dDw, done on a fla surface phase with micro-extent,

indicated in teems of D space-scading operator, by vaiaions of its volume dDV ,
and area dDA; (keeping its materid content undtered, but dretching) is given by

the following wel known expression, assuming that the component of the dress
tensor adong the surface norma P is quas-homogeneous in the layer and other
transverse two components denoted by [P-Q] ae equd (rotationd symmetry) but
heterogeneous (in the absence of edectrogtatic and other non-mechanica force

fidds),

dDw = - PdDV, +gdDA (221)



where, P is the mean isotropic pressure in the layer, and g is cdled the surfece
tendon, whose vdue and the location of the surface in which it acts can be uniquely
determined by the knowledge of the transverse component of the dress tensor as

demondrated by Buff (1955). Its value may be given roughly by
hy
g= (dz, (2.2.2)
0

where, Q is the deviatoric part of the stress tensor and hy is the thickness of the
surface layer and the integretion is performed dong the surface norma. The above
given expression for the reversible work becomes - PdDV, for a homogeneous
buk phase in the formulation of the firda law of thermodynamics. In the
conventiond theory of irreversble processes (Prigogine, 1961 and Glansdorff and
Prigogine, 1971), it has been podtulaed that the Gibbs formula, which is derived for
the reversble changes, is dso vdid for irreversble processes. However in the
present  formulation, it is tecitly podulated that the differentid form of the
Hemholtz free energy in equilibrium themodynamics has the same vdidity for
irrevarsble changes. Mathematicdly this assumption is exactly equivdent to the

Gibbs formula used extensvely in standard trestment.

The locd anisotropic properties of the medium are now automaticaly embedded in

the intensve variables, which are characterized by second order tensors or dyadics.



Hence the Helmholtz free energy for an open surface phase of a micro-extent may

be written as,

dDFg =- DS, dT; - R dDV, +gdDA, + & mi dbnl - & DAJ dxJ (223
| j

where, DS, denctes the entropy, I denotes the chemical potentid, Dn. s the
number of i chemicd species in the micro-dement, dxJ is the extent of the
homogeneous jth chemica reaction teking place in the phase under consderation,

and DAJ is the affinity of the homogeneous ™ chemicd reection and is relaed to

the chemicd potentids and the goichiometric numbers as defined by Th. De

Donder et al. (1936).

In above rdaionship, it is assumed tha, in a sngle phase only the homogeneous
chemicd reactions teke place and the phase trangtions occurring & the mohbile
boundaries are not conddered in the last term. The Hemholtz free energy change
due to the passage of the substance i from the phase to the surroundings is
accounted by the fourth term in above expresson (frozen chemicd reections).

Therefore, in the case of a close sysem, one should subtract only the term given by

& nd dDnl , which is dosdy related to the direct exchange of matter with the

surroundings.

For thebulk phase, b, (& or b), one may rewrite very similar expression namely,



dDFy, =- DS,dT, - R,dDV, + & midDnf, - § DAJdx,] (224
i j

In the case of a composte sysem as defined previoudy, the totd Hemholtz free
energy differentidd can be immediately written down from Egs. (2.2.3 and 2.24) by
usng the fact that the extensve thermodynamic quantities are additive. If there

would be thermd, hydrostatic and physicochemica equilibrium in the multi-phase

system with plane interfaces there is no need to add subscriptsto T, Pand m : there
must have vaues uniform throughout the various phases (bulk and surface) present
in the sysem. For the present non-equilibrium case, firg it will be assumed that no
such redrictions on the sysem, but laer a sysem a themd equilibrium will be
treated. For the present problem the system is an open composite system, and it is
composed of two bulk phases (interconnect and the embedded void) and two
aurface phases (the interface between void and interconnect, and the grain boundary

separating two different regions of the interconnect).

The second principle of thermodynamics podulates the existence of a State function

celed entropy (from the Greek eutrwph, meaning evolution, (Prigoging 1961))

that possesses the following properties,

The entropy of the system is an extensve property; therefore if the system condsts
of saverd parts, the totd entropy of the system is equd to the sum of the entropies

of each part.

The entropy of any sysem whether it is close or open can change in two digtinct

ways, namely by the flow of entropy due to the externd interactions, dDS,,, and by
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the intena entropy production due to the changes indde the sysem, dDS,,.

Symbolicaly, one may writethisas,

dDS = dDS,, + dDS,, (2.2.5)

The entropy increase dDS,, due to changes teking place indde the sysem is

postive for dl naturad or irreversble changes, is zero for dl reversble changes and

IS never negative.

For a dose system externd entropy contribution has a very smple definition, and it
is given by dDS, =dq/T where dq is the heat received by the system from its
surroundings. Now, let us generdize the firg law of thermodynamics for any
infinitesma change associated with an open system. For an open system, in which
not only the energy but dso the matter exchange takes place between the system

and its surroundings, the conservation of energy becomes,

dDF =dDU - dDw = d[DF + TD§| - dDw (2.26)

where, dDF is the energy received by the system, in terms of hest and matter
trandfer processes from the surroundings, dDU is the internd energy change, and
dDw is the reversble work done on the sysem by the externd agents, and this

work is equd to -PACV o [ PdDV - gdDA] depending upon whether one deds

with the bulk phase or the surface phase, respectively.
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Eq. (226) and Eq. (223 or 2.24) results the following formula in regards to the

totd differentid of the totd entropy for the phase, k (surface or bulk phases);

dps=9% . 3 ﬁ dDn} + a % dx]  (Tota Entropy Change) 227

Ty ik Ty

where the summations with respect to i and j indicate summeation over different

chemica species and over different reactions taking place smultaneoudy in the

same phase, respectively.

The Eq. (22.7) can be divided into two parts, Smilar to the Prigogine (1961), who
goplied such a splitting procedure to the systems conds of two open phases but the

sysemisclosed asawhole

The firg two terms of Eq. (2.2.7), correspond to the rate of externa entropy flow

term (REF): namdly,

dDS, _ 1 dDF o mj dDn
d T, dt T, dt

(Rate of Entropy Flow (REF)) (229

And the last term of Eq. (2.2.7), on the other hand condtitutes to the internd entropy

production term (IEP): namely,

DS DA dx,/
dbs, _ 3 A& P g 0 (Interndl Entropy Production (IEP)) ~ (2.29)
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As one might expect that, the IEP in a single phase directly related to the chemica
reections teking place in the region whether it is dosed or open. Only the REF is

affected from the matter flow through the open boundary (Ogurtani, 2000).

One may adso write down the power disspation, DR, for naturd changes, whichis
a veay usful function, which is ds0 known a Hemholtz disspation function
(Haese, 1969), for the trestment of the isotherma processes taking place in multi-

phase sysems with uniform and continuous temperaiure didribution, and it is given

by the following expression.
i
pr=T9%n - § pa &1 g (22.10)
at  © dt

Inequdities given by Egs. (229 and 22.10) are vdid for any naurd change, taking

place in any phase whether it is bulk or surface. Only difference between these two
expressons is that the firg one is vdid for any type of natura changes teking place
in the sysem but the second one is redricted only for the isothermd naturd

processes.

For a globd composite sysem having discontinuous (heterogeneous) phases, there
are two additional 1EP terms, one is due to the internd entropy flow associated with
the trandfer of chemica species from one subdomain to another subdomain; and the
other one is due to the energy trandfer between the subdomains of the composte

system.



This second IEP term for a composte sysem immediately drops out if the

subdomains have identicd temperaiures. The totd differentid of the entropy for

suchasysemis,
-8 M+ § D
ik 'k k k

u
.I.
§ (Totd Enropy Change) (22.11)
)
|
p

where the double summations with respect to k and i or | indicate summation
over various phases (bulk or surface) and over different chemicd species or
reactions teking place smultaneoudy in the same phase, respectively. dDW, is the
amount of energy trangported to the individud phase from the other phases present
in the globd sysem due to heat or maiter exchange. In Eq (2.2.11), the subscript

k« s indicates that the matter and energy exchange tekes place between the phases

of the system, k, and the surrounding, s .

By peforming the splitting procedure to the Eq. (2211) dmilar to the sngle-phase

sysems. The REF from the surrounding to an open composte sysem may be

written as,
i i
DS, _ g Mk DNk s, 2 1 I (REF) (2212)
aq 2T T a AT at



and the |EP due to the irreversible processes.

dDW , o DA! dx

dDS, _ 2 m, dDny,

+a 1 (IEP) (2213

k Tk
On the other hand the first term contributes to IEP of a composite sysem as long as
one has chemicd potentid differences between respective sub-domains regardiess

the transfer process isothermd or not.

A comparison of the IEP expressons, for the sngle-phase system, Eq. (2.2.9), and
the composte system, Eqg. (2.2.13), immediately shows us tha the interna entropy
production |EP is not an additive property of a thermodynamic system composed of
interacting open sub-systems unless the whole system is in complete physco
chemicd equilibrium dae (uniform temperaure and chemicd  potentid

digributions).

At the onsg, it should be clearly dated that in the case of an open composite system
having only homogeneous chemicd reections with inactive externd boundaries (no
chemicd reaction or phase trangtion occurring there) any ordinary exchange of
matter and/or energy with its surroundings only contributes to the tota entropy flow

term, and it isnoting to do with the IEP.



2.3. Irreversible Thermokinetic Theory of Voids with the Triple Junction

Singularities

Before udng the concepts developed in the previous section let us define the system
under condderation. Figure 231 shows the void — gran boundary — interconnect
sysem, namdy the void nucdleated on the grain boundary that separates interconnect

into two different subdomains.

Grain Boundary (gh)

Interconnect

(hulk phase, b} Triple junction (T.J)

Void-Interconnect
interphase (o)

Triple junction (T.J)

Grain Boundary (gh)

Figure 2.3.1: Thevoid-grain boundary-interconnect system.

In the formulation of the problem through the evauation of the internd entropy
production, IEP, and the externd entropy flow, REF, terms associated with the
boundary displacement, no assumption is made in regards to the kingtics of the
growth process other than the consarvation laws and the fundamentd postulates of
lineer irreversble thermodynamics. Conddering the closed curved interfaces in
twodimensond space, or the generd cylindricad surfaces in  three-dimensond

space, let us obtain the formul as necessary to describe the void motion.



2.3.1. Ordinary Point Mation Along the Surface Normal

D

aft | i | o7
‘B

£
i B
GRS
: ..-':éu.rface Layer (a} J; o
A Veid tv) % A : C
Left Side | Right Side Left Side © Right Side

a) b)

Figure 2.3.1.1: Ordinay point motion dong the void surface normd. @ Macro-

dructure, b) Microdtructure.  ABC: void interfacid layer and dh: virtud

digplacement of the ordinary point aong the void surface normdl.

During the derivation of the formula for the globa IEP associaied with the arbitrary
virtud displacement, dh, of the intefacdd loop of a finite thickness which
separates the void, denoted by Vv, from the interconnect, denoted by b, having
multi-components, one has to integrate the rate of locd entropy dendty change
dong the curved inteface in order to obtan dedred connection between
generdized forces and conjugate fluxes. The rate of locd entropy dendty change is
the only quantity, which has the additive property that dlows to be integrated.
Therefore, not only the locd interna entropy production (Source term), but dso the

externd entropy flow term should be evduated for the virtud displacement.
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i. Internal Entropy Production

The IEP of an open composite system is given by the Eq. (2.2.13). As far as the
void — interconnect surface layer is concerned, it is assumed that the whole system
is in theemd equilibrium, T, and there is no indtu chemicd reections is taking
place. These assumptions drop out the second and the third terms of Eq. (2.2.13), as
discussed before. Then the only non-vanishing term of IEP, which represents an
additiond contribution in the compodte sysem due to internd entropy flow
associated with the trandfer of chemicad species from one sub-doman to another

sub-domain, isgiven by,

(2311

Double summations with respect to i ad | indicate summations over different

chemical species and over various phases (b, vand s ), respectively.

Now, let us caculate the internd entropy variation for the left hand sde sub-system

when the ordinary point moves aong the surface norma with a distance dh™. From

figure 2311, one immediady finds the following variaiond rdaionships among

various quantitiesby assuming that: D/* >>dh™* and D¢” >>dh ™ ;



dDr* =dh " cosq” ad dH" =dh"snq” (2312

dDny =- ZWL D¢ sng*dh® (2313
b
dDn) = 2\/1\/ D¢ sngtdh” (23.1.4)
\'
+ _ I"g + +

S

where W, W, and W, are the mean atomic specific volumes, associated with the

void suface layer, buk and void pheses, respectivdy. D/F and D/ denote
segment lengths of the void surface layer just next to the ordinary point right and

left hand Sdes, repectively. hy is the thickness of the surface layer and assumed to

be invariant. dDn, and dDn; are the number of atoms gain in the reaction zones
asociaed with the void — intefacid layer and the bulk — intefacid layer
respectively, while the transformation processes are teking place there during the
virtud displacement of the interfacid layer. dD’Q is equd to the net atomic gain by

the intefacid layer denoted by s due to enlagement (extenson without
gretching) of that layer during the displacement operation. d and D ae vaiationd

and micro-discretization operators, respectively.

One can obtain exactly smilar expressons for the other Sde of the ordinary point,

which will be identified by anegative sign as superscript in the following formulas.



dDr" =dh” cosq” and dH™ =dh” snq’ (2316)

1
dDn, =-——D¢ snq dh” 231
b = owg q (2317
) 1 e
dDn, = D¢” dnqg”dh (2318
2W,
dDny :W—cosq “dh” (2319

S

Also, one should recdl that in the case of multi-component sysem, the variaions in

the number of aomic species could be eedly obtaned by smply multiplying the
total atomic number variations by the respective aomic fractions denoted by xg . As

an example, the number of chemicd gpecies involved in the left and right hand Sde

bulk phases due to the virtud digolacement may be given by

dbnl* = xjdDn} (23.1.10)
ad
dbn|" = x,dDn; (231.11)

Then, one can write down the rate of entropy production due to ordinary point
virtud displacement adong the void surface normd for the left as wel as for the

right hend side domains



iéo i+ i+ U

st 1| By 50 N

Z?n =?}_§i b o 42 y = (23112)
'-G cosq g Xl !
t | b

and
ié i- i- B0 u

o 1| gnd - 2ny oD sng T

Dd?n =28 Ew, W, g2 e (23113
;Gb cosq” § % n§ L

i

where, G, =h /W, corresponds to the specific mean aomic density associated

with the void surface layer.

In above relaionship, the specid superscript * or ~ has been employed above the
atomic fractions as wel as the chemicad potentids in order to indicate explicitly that

those quantities may depend upon the orientation of the locd surface normd. One
should aso recall that for the multi-component surface phases, é C-;J rrg is exactly
equd to the specific Gibbs free energy dendty associated with the interfacid layer.
This may be denoted by gs . Here, G =G X!, is by defintion known as the

specific surface concentration of chemical speciesin surface layer.

The tems gppearing in the fird group on the rigt sde of Eq (231.12) and

(231.13) suich as, § chm, /W, ad § cim /W, are the volumetric Gibbs free

| |
energy densities. These quantities are denoted by §, and §,, and associaed with

the bulk phase and void region having their own indantaneous compostions just
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next to the hypotheticd geometric boundaries of the interfacid layer (reaction
fronts or zones). Furthermore, these quantities are related to the specific Gibbs free

energy dengties by the rdationship: g =hs gs . By udng these definitions the

following eguations are obtained,
dDSn 11 - + - + l + + +Udh+
== D - 23114
pm T%(gb gv)2 v*sng” - gg cosq ;V)dt ( )
ad
s, 1i(.. _.\1_. . _ . _gdh-
== o = - - 23115
pm T}(gb gv)sz Sna” - g cosa Yy ( )

Thetotd interna entropy production is

dDs, _ dbS;,  dDS;,
dt  dt ot
I
I
i
1
1~

D/ 231.16
> (gvban +0vp SNQ )udh ( )

_ 1]

T (62 - cosq) Ve
gs cosq” +gs cosq”) |

where gy, =(0y - Gp), ad it corresponds by definition to the volumetric dendty

of Gibbs Free Energy of Transformation (GFET) (negative of the effinity of an

interfacid reection such as condensation or adsorption, g,,>0) associated with the

tranformation of the bulk phase into the redistic void phase, whch contans
chemicd species even though they are present in a trace amount. In the case of
thermodtatic equilibrium between a void phase and an adjacent bulk phase, GFET

becomes identicdly equd to zero, if the reaction front would be a flat interface.
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There is a very smple connection between this quantity GFET and the Specific
Gibbs Free Energy of transformation between the parent phase and the void phase

that may be given by g,, = gyphs - By dividing both sdes of the Eq. (2.3.1.16) by

C/, it isobtained that,

_. 1 t dh
dt P B ¥ar
£ D2t o2 g

I(gvbsmq +GVbS|nq ) U
DS, /D¢ 11 (23117)
i

Now if one agpplies the limiting procedures such as, fird with respect to dt® O,
and then D/® O, and recdls the definition of the locd radius of curvaturek ,

which is given by;

k = fim&2>d9 (23118
D®odDl /2 g

and dso keps in mind thet Ama* =2, 9= G = 0w ad 67 =05 = s

one immediately obtains the following continuum relationship for the I1EP,

dDS,, _ ?1 (g + 0k ) 2x (erg/’K/cmV/sec) (23.1.19)

where dDé,n / dt isthe surface dengity of |EP associated with ordinary points.



ii. Rate of Entropy Flow

Smilaly, the externd entropy accumulation in the surface phase due to flow of
chemica species, i, dong the surface layer, J and the perpendicular incoming

flux intensities from the bulk, J., and the void, J!, phases can be caculated by

using the law of conservation of entropy without the source term or |IEP.

Figure 2.3.1.2: Structure of micro-composite system.

From figure 2.3.1.2 it can be written as,

i VT
é—JS' +3 Ty g Mg (231.20)



where, J, and J, ae the totd aomic flux intensities is such directions that they

ae pependicular and oriented towards the interfacid layer, just a the reaction
fronts between the void and the intefacid layer and the bulk phase and the

interfacia layer, respectively.

By remembering the definitions of the volumetric Gibbs free energy dengties, g,

given by é xf(r‘qi(/ W, where k represents the different phases, and keeping in

mind tha the globd sysgem is in themd equilibrium, Egq (23120) can be

rewritten as:

dDSe  We 61 /. IR PP,

xS R + + p 23121
dt T Sﬂf (gs Js ) Os (Jb JV); ( )

where dDS,, / dt isthe surface density of REF associated with ordinary points.

In this formula it is dso assumed that the mean atomic specific volumes of the bulk

and the void phases are nearly equd to that of the interfacid layer.

iii. TheL ocal Rate of Changein the Entropy Density

The totd entropy production has to be cdculated since only this teem has the

additive property that will be used to cdculae the tota entropy production of the
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whole void surface layer under isothemd condition by a pah

procedure. By using Egs. (2.3.1.19 and 2.3.1.21);

dDS _ dDS, | dDS,,
dt dt

—||'—‘9:

%(gvb-"gsk)d gw( )+ (3, + 3, )ﬁf}

integration

(231.22)

In order to cdculate the globad rae of entropy change of the whole curved

interfecid layer, which is between the void region and the bulk phese let firg teke

the line integrd of Eq. (23.1.22) dl dong the closed curved interface, represented

by C, exduding possble sngulaities such as a triple junction, which may be

stusted & a point denoted by the open inteva (- e,+e), where e® 0. This

interfaceisrepresented by C°andequa to C - (- e, +e).

dDS dDS
Nd/—— = flm d€

c? dt e®o, 0 dt
)dh

(gvb dt

i
=- —flm odK! i ‘t
Te®0 +e ; +W, i(gs Js)+gs (jb+jv)gi;

° &1

(23123

In the absence of the particle source and sink terms, the atomic flux divergence is

proportiond with the amount of mass accumulated or depleted on an interfacid

layer, which causes the interface to move in a locad normd direction. However in

this formulaion a more generd gtuaion, namey, the additiond entropy source

terms associated with the norma components of the atomic flows coming from the
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bulk phese, and the void region due to condensation or evgporation processes thet
may be summaized by, Jp, =Jp +J,, is consdered. Hence the following

expresson can be written for the conservation of atomic species during the virtud

displacement of curved interface having no sretching and thickness varidions

dh o 1
[(Cb' Cv)' hsk_cs Ezal ﬂ;

ﬂ\]s 3
—-J 23124
W bv ( )

&[5+ 3)-

where, ¢, C, andcg ae the aomic volumetric concentrations associated with the

bulk, void and surface phases, respectivdy. Now if one consders the following
plausble and highly accurate gpproximations for a redigic void, which may be

trested as polyatomic dilute gas, such as ¢, =0 and hyK =0. One would get the
following results usng the fact that Wi :cb'l, which is mogly adgpted in the
literature (Guggenheim, 1959 and Ogurtani and Oren, 2001-3):

dh dr Al = 0

(L 5.9 2312
at | dt &g (2312

where, Nand I are the surface norma and the position vectors, repectively.

Now, let us subditute above identity into Eq. (23.1.23), ard dso remember that it
is assumed that the mean aomic specific volume of the bulk phase is nearly equd

to thet of the interfacid layer.



J ol
3 (Guo + 06 K )= - 3 %
L ,dDS_ w2 0 ]
O 5 = 74 ol © 5 (231.26)
c° i el

In order to gpply the integration by parts let us write Eq. (2.3.1.26) in the following

form,

i-€ J a

i Odld Gt B k)2 [

i o ‘4 i

. i i

dDS = W, . | % i
d/——=-—=-/imj- Qd/q g, + 9. K ) I, U (23.1.27)

C@ dt T e®0:|: +ce) g vb s ) bvU ?/

: e ¢ -e A :

-|-+(‘)déﬁ(gs 35 )+ Ode(deJu )

T +e +e b

The firgt group of terms on the right sde of the Eq. (2.3.1.27) can be integrated by
parts, as shown beow; In order to save the space the left Sde of the equation are not

shown in the following two equations.

'(\)dgﬂlggvb"'gsk)‘) H Odggs (gvb Os )H

[ |

|
-e ..
=- %mm% Odé g Gvo +9sk) jbvﬂ i/ (23.1.28)
T e®0y :
RPN |
|+(\)dgﬁ(v ‘]s)+ C)dg(gs‘]bv) T
T +e +e b

After some manipulations and rearrangements,
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i-e ( -€ a
IOdESJ ‘L(gvb+gsk)§-ggvb+gsk)% o |
:% (|®m0| ﬂ?e y (23129
I"'Odgggvb"' Os )‘deu [gS‘] ] Odg(gs\]b‘/):
T +e te b

At the find dep after the integration by parts procedure, one should carefully split

the globd rate of entropy change into two parts, namdy the REF term and the IEP

term by carefully ingpecting the individua contributionsin Eq. (2.3.1.29).

d W bS L
@ T fg@rrg%-gdz(gstV) (% s]_e+[gst]+e]>; (23130)

where, the firgt term is the integrated entropy flow to the void interfacid layer from

the embedding parent phases through the incoming metter flux, jb\,. In the same
way the lag two terms represents the rate of entropy injection, entering and leaving

to theinterfecid layer & thetriple junction singularity respectively.

The remaining terms of Eq. (2.3.1.29) are related to the |EP and given by,

j-e L, . -€ . U
d S W . '| c‘) g (gvb + gs )§+ (‘fjf[(gvb + gs k)‘J bv]'l,
—OlEP = te y

s 23131
dt T e® o ( )

[(gvb + gs ‘J ] [ gvb *0s k) ]+e iﬁ)

This origind results dearly confirms that the bulk flow of particles or subgtances
for nonviscous systems agppears to be a reversble phenomenon as first discovered
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by Prigogine (1961), in another content usng the veocity of the centre of gravity as
a reference system in the cdculaion of the possble sngularity. In the absence of
this dngularity, the last two tems of Egs (23130 and 23.1.31), become

identicdly zero and drop out completely.

Here it should be dearly dated that the sngularities have to be treated individudly
as a specid case, where the discrete formulation of irreversble thermodynamics as
suggested and developed by Ogurtani (2000), may be a very powerful tool to handle

this problem successfully, asit will be shown in the next section.

After these mentioned drop outs, the following formula obtained for the IEP

' ‘OWSJS I — (0w +9sk) (ylf[ (0, + 95k )J bv]g (23132

Before proceeding further, let us tun back to podulaes of irreversble
thermodynamics. As shown by Prigogine (1961), the internd entropy production of
the irreversble processes can be written as a sum of the products of generdized

forces or afinities and the corresponding rates or generdized fluxes,

— S = a JF 20 (23133



By utilizing this podtulae, which means by compaing the Egs (23132 ad
231.33), one obtans the following forces from the integrated IEP expresson

(2.3.1.32), which isvdid for any arbitrary closedloop.

W, T,
F = Tsﬁ(gvb +gsk) (23134)
and

W, [
Fio == (0w * 9K) (23135

where, Fg and F,, denote longitudind and transverse generdized forces that are

acting on the interfacid layer respectively.

If one considers the additional contributions due to external forces, denoted by o,

1 .
Fs =We %%(gvb *+0s k)+t XFextﬁ (2.3.1.36)
ad

g s
Fup = W %(gvb +gok)+ii XFextﬁ (23137)

Here tandn denote unit tangent and normd vectors & the void surface. The
external forces were discussed by Ogurtani and Oren (2001-a) in Appendix B of
that reference for various kind of externd forces, such as dectrodatic, dastodtatic

and magnetic in nature.



Here only the dectrodatic externa forces will be discussed. The externd

generdized forces per paticle, i, associated with dectromigration isgiven by,

Flo=-=—RJ (231.39)

where, J is the dectrodaic potentid and eZ' is the efective charge of the particle
i. The externd generdized totd force dendty (per unit volume) associated with
eectromigration and acting on patices may have the following form for a multi-

component system whether it isabulk phase or an interfacid layer,

[}

_ .. 0. .o
ot = Fem =- L %% ezl o =- ———ez'3 (2.3.1.39)
TWs g i 2 TW,

where, €7’ isthe effective charge in mult-component systems.

The last contribution in Eq. (23.1.37), fiXFa,, becomes identicdly zero since the

normal component d the eectric field intendty vanish a the void surface.

Then, according to the Onsager theory (de Groot, 1951 and Prigogine 1961), which
connects generdlized forces and conjugate fluxes through generdized mohilities the
conjugate fluxes associated with the above forces can immediatdy be written down,

by neglecting the cross-coupling terms between generdized forces and fluxes, as.



M 1€é._ «~ J U
Jg =—S W, — +9g.k)- (ez” ) — Surface Flux 23140
S kT S ﬂf g(gvb gs ) < >Ws H ( ) ( )
and
Jp = Nll;b W, (gys + g5 k) (Incoming net laterdl flux density) (2.3141)

where, Mg /k andM,,/k ae the genadized phenomendlogicd mohilities

associated with the respective conjugated forces and fluxes, <eZ*> is the mean

vaue of the effective eectromigration charge associaied with the interacting species

and k isthe Boltzmann's constant.

For mult-component systems, where one is interested only in the net aomic (mass)
trangport regardless to the contributions of individud chemicd gpecies the firg
generdized-mohility, Mg, may not be essly connected to any combindion of the
intringc surface diffusvities of individud chemicd species in the interfacid layer
or in the bulk phase. However, for one component sysem having minor amount of
doping eements or impurities, the dtuation is rather smple where one can eesly

identify the exigence of the following reaionship between generdized mobility

and the surface sdlf -diffusivity of host matter denoted by ISS :

N M D hg D
M = S =—_sS —_S , 2314
S kT KkTW, kT & ( 2



Hence, for the future discussons, the following compact form will be used, which is
more suiteble to take other driving forces such as the dectromigration drift motion of

surface atoms into consderations:
Js =My al [\Ns (gvb + 0k ) - <eZ*>J ] (Surface Hux) (23143

where I\A/IS may be cdled surface alomic mobility, and it has the dimenson given by

(erg.seq) .

The generdlized mobility, M., (cn?/sec), assodiated with the incoming  bulk
diffuson flux is related to the trandformation raie of chemica species from bulk
phese to the interfacid layer or vice versa over the activation energy barrier denoted
by DG;b. Hence, it can be defined according to the trangtion rate theory of chemicd
kinetics advocated by Eyring (Y eremin, 1979), as

KT & DGy,

M.p =——expg-

23144
h KT ( )

Q- O

In the future formula one will use raher normdized mohility, which may be

definedby M, = M, /KT, which hasthe following dimension cn? (erg.sec) ™.



Before giving the mahemaicd modd for the evolution dynamics of void
intergranular  motion, the formulas tha govern the dynamicd behavior of triple

junction singularity have to be discussed, as will be donein the next section.

2.3.2. Triple Junction Motion

In this section, it is shown tha the dynamicad behavior of triple junction may be
derived as a spedd case of triple junction singularity by lifting certain geometric

condraints on the system and the existence of grain boundary.

As far as the kinetic behavior of a triple junction is concerned it is assumed that, the
whole sysgem is in thermd equilibrium and no indtu chemicd reection is taking
place other than the phase transformation occurring between void interfacid layer
and the gran boundary region. This last point, which is dosdy connected with the
entropy point source term, up to now, is completely omitted in the literature (Rice
and Chuang, 1951) in the formulation of consarvation of species in tems of flux

baance a the triple junction.

In the present theory the sampling domain is a very smdl composite discrete open
micro-sysem, which is eventudly locdized into a point of singularity, and Stuaed
jug in the immediate neighborhood of the junction as illugrated in figure 2321
This sdected composite microsysem is adso connected to the neighboring micro-

discrete dements by nodes where the exchange or the flow of matter only



contributes to the raie of entropy flow but nothing to do with the internd entropy

production.

rrin

Beundary (g)

Bulk () Bulk (b)

Veid Interfacicd
Layer {a)

Vaid Interfacicd
Layer ()

Triple Juncrion

(1)
Veaid &)

-p——————— Nodes

Figure 2.3.2.1: Triple junction micro-system.

In this section, firgt the individud IEP due to smdl but finite virtud displacement of
a triple junction dong the grain boundary is caculated. The sampling region at the
triple junction is divided into two sub domans by passing a line which separaes
the gran boundary region into two symmerica pats. This dividing operation
means that the IEP resulting from such a displacement of triple junction dong the
gran boundary can be separately and independently treeted for the left and the right
hand dde domains, because of the laerd condrant on the grain boundary motion.
However & the later stage, the IEP associated with the virtua displacement of the
triple junction for the whole sysem will be dso cdculated. Namdy, dong the
padld and pependicular directions with regpect to grain boundary orientation, by

lifting the condraint on the triple junction motion.
Iz



i. Triple Junction Longitudinal Motion

Gruin .g tr:.-msda.ry (=)

EE7,
R tine

: --";-S'mfac:e Layer {0} ¥
A Va:id ) C

Loft Side | Right Side Left Side | Right Side
a) b)

Figure 2.3.2.2: Triple Junction Longitudind Mation. @ Macro-structure b) Micro-
gructure. BBC gran boundary, ABC: void intefacid layer and dh: longitudind

virtud displacement of the triple point dong the grain boundary.

Now, smilar to the IEP cdculaion for the ordinary points let us cdculate the

internal entropy varidion for the left hand Sde sub-sysem when the triple junction
moves dong the gran boundary with a digance dh™. From figure 23.22, one
immediatdy finds the following variaiond rdationships among various quantities

by asuming thet: D¢/* >>dh™ and D/” >>dh™;

dD¢* =dh* cosy * ad dH* =dh*snq"* (232.1)

dDny =- 1o snq*dh™ (2322
2Wy



1
dDny = D¢t sngtdh” (2323
Yo2w,
+ hs + gLt
dDng = ——cosq "dh (2324)
WS
+ hg +

g

where, Wy is the mean a@omic specific volume of the gran boundary phese and

hy is the thickness of the gran boundary region and assumed to be invariant. Even
though some of the varidbles have dready been described during the IEP evduation

for the ordinary points, let us discuss dl the variables as follows dbn and dDng
ae the number of aoms gan in the reaction zones asxociaed with the void —
intefacid layr and the buk - intefacid layer respectivdy, while the

transformation processes are taking place there during the virtua displacement of

the interfacia layer. ang is the total number of atoms gained by the hdf of the

gran boundary during triple junction motion. Smilaly, dDn. is identicdly equal
to the ng aomic gan by the interfacid layer denoted by s due to enlargement
(extenson without dretching) of thet layer during the displacement operation. d
and D ae vaidiond and micro-discretization operators, respectively. Eventudly,

by usng a st of novd limiting procedures of caculus, they will be replaced by
exact differentid, and zero that corresponds to the infinitesma volume or better to
sy to the gngularity associated with the triple junction. One can obtan exactly
amilar expressons for the other Sde of the triple junction, which will be identified
by a negative sign as superscript in the following formulas

A



dDr” =dh™ cosq” and dH™ =dh” snq” (2326)

1
dDn, =- ——D¢" snq dh” 2.3.2.
> = 2w, q (2327)
) 1 -
dDn, = D¢” dnqg”dh (2328
2W,
- _ hg -
dDng; =—-cosq dh (2329
WS
) hy .
dDng =- ——dh (2.3.2.10)
2W

The Internd Entropy Production (IEP) generation can be cdculaed for any
ahbitrary virtud digplacement of the triple junction dong the gran boundary by

goplying the only nonrvanishing term of Eq. (2.2.13), as discussed before.

One can then write down the rate of entropy production due to triple junction virtud
disolacement for the left as wdl as for the right hand sSde domains usng Egs
(23215 and 2311) and Egs (2326-10 and 2.3.1.1), respectively. In the case of

left hand Sde the following eguiation can be obtained:

i o i+ i+ 8l U
'|'éaae(v\b/b " Xer,"julDf's'nq*'l'
dDS;, _ 1i8i v A idn*
dtn _?: @9 2 i +8 i+ i+(.-jy dt @32
-.-+§7a XgMy - G cosq a X My 3
1 [ i %3]

and in the case of right hand Sde the following equation can be obtained:



I éo 33(,'3' i Xi_ i d:ll U
réq &—>m, - —-—m, 2U=D¢ snq |

dos, _ 1i8: §Wb W o 2 i dh”
t T:': £_9° i i- - 9
it a XgMg - G cosq a x m Ij
) 2 i 1%3)

By udng the ddfinitions which were discussed in the previous section, the

following equetions are obtained from the Egs. (2.3.2.11 and 2.3.2.12).

dDS;,  1ifs -+ P | N cpdh”*
5 ‘ﬂ(gb ) gv)_D[ §ng* +=gq - g< cosq Y (232.13)
and
s, 1i(.. _.\1_. . . 1 ] - gdh-
_1 & Eor +2q. - = 23214
gt T%(gb gv)2 NG +-0g - gs C0Sq %dt ( )

By taking consecutive limiting procedures such as; first with respect to dt® 0, and
then C/® 0, one immediady obtans the following differentid equaions
representing |EP associated with the virtud displacement of the left and right sdes

of the triple junction Singularity,

dos'  dDS, 144 + _ +o0h?

Lim—2=—""="¢"qg_- : ag’Klcm/sec) (23215

Hm— 7%, Y% 9s 00sq (eg/ ) ( )

DI® 0

and

Lim 50 - 95 _ e o osg” ‘?dzt (@g’Kiomise))  (232.16)
%]

deo dt dt Té2
DI® 0



On the left 9des of above expressons, the U symbol has been taditly employed to
emphasize that these entropy production terms are line source in three-dimensond
space, due to the fact that cylindrical voids are trested in this formulation. The
superscripts have been dso employed over the specific Gibbs free energies to
indicate that those quantities may depend upon the orientation of the locd surface

normd vector.

Findly, a locd st of discrete microdements in the vidnity of the triple junction,
which indudes both domains mentioned previoudy, can be chosen. The entropy
production for the combined sysem can be essly cdculaied usng Egs (23.2.13)
and (23214) for the virtud displacement of the triple junction dong the gran

boundary. Thereault isasfollows.

dDS¥ _dps;, | dS;,
dt dt dt

* | Oy
.:.-E(g\;-bD£+an++gvbD€ snq )IL',]dhgs
|

(23217)

' 0
+[0, - (02 cosa™ + g cosq” i; &

1
T
which yidds IEP due to longitudind displacement of the triple junction dong the
gran boundary, after applying the consecutive limiting procedures as described

previoudy,

dSi
dt

=T1[gg- (62 cosa” +g; aosa” | dztg * 0 (23218)



where ¢, =(0, - 0,). ad it coresponds by definition to the volumetric density

of Gibbs Free Energy of Trandormation (GFET) (negaive of the affinity of an

interfecia resction such as condensdtion or adsorption, g,,>0) associated with the

trandformation of the bulk phase into the realistic void phase which contains
chemica species even though they are present in a trace amount. In the case of
thermodtatic equilibrium between a void phase and an adjacent bulk phase, GFET
becomes identically equa to zero, if the reaction front would be a flat interface.
There is a very smple connection between this quantity GFET and the Specific

Gibbs Free Energy of tranformation ¢, (evaporation or desorption, g, <0)

between the parent phase and void phase thet may be givenby g, = Gyphs -

Since the entropy production can be split in severd ways into fluxes and forces as
clearly demongrated by De Groot (1951); there is a certain freedom exigts in the
choice of fluxes and forces. The first set of forces and fluxes that is employed by
Ogurtani and Oren (2001-8) in connection with ordinary points dong the void
aurface layer and ds0 as demondrated in the previous section, is more or less
thermodynamicd in nature. However, the interpretation of these forces is rather
abgract and they may be dso cdled as the dfinities in the fidd of irreversble
thermodynamics. On the other hand, the second st can be eesly understood in
teems of ordinary drag force versus veocity concept, and ther physca
interpretation is rather draight forward, but its vdidity is rather redricted to the
sysems that are in complete thermd equilibrium and the processes are isothermd.
Since it has been assumed on the onst that there is a thermd equilibrium in the
system, it may be rather used a direct and more plausble ggproach for the triple
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junction singularity, namdy the concept of power disspdion in the cdose sense of
classcd mechanicss and sometimes it is cdled Hemholtz disspation function
(Haase, 1969). This concept is dso advocated and extensively used by Ogurteni and
Seeger (1983), in the generd formulation of internd friction and didocaion
damping phenomenon associated with a@omic hopping motions in  discrete  body
centered cubic latice, that is exposed to the interaction fidds which are
inhomogeneous in space and fluctuding in time. The power disspation function is
gamply given by the internd entropy production multiply by the temperature for an
isotherma  sysem, and for the present case obvioudy it is identicdly equd to

driving force velocity product, namdly:

T=n_fF*=__ 3 (erg/cm/sec) (23219

Hence by comparing this expresson with Eg. (23.1.15), one can immediatey

deduce the generaized force for the left Side,

|-O:

(dyne/cm) (2.3.2.20)

ﬁ*:%e%]- g4 cosq *

Q

and dmilaly by comparing the Eg. (23219) with Eg. (23216) and giving
dtention to dgn convention in figure 2322 one can write down an eguivdent

expression, for the right side;



(dyne/cm) (23221

T
1
1
|
1
(@]
w
2
O
QIO

These generdized forces are associated with the net maeria flow during the triple
junction longitudind disdlacement dong the gran boundary without meking any
diginction between intringc fluxes reaed to the individud chemicd species They
ae ds given in teems of per unit length, because in the formulation of the IEP, a
sample of unit length in thickness is chosen, and in addition the void surface is
assumed to be an abitray cylindricd in shegpe In the phenomenologica
relationship between velocity and force, one may prefe to use the force acting on a
sngle aomic paticle Therefore above expressions for generdized forces should be
multiplied by an aomic length, d,, which may be taken as equd to the inter-atomic
digance dong the sample thickness. Hence, the connection between the triple

junction veocity and the aomic genedized force can be now written by

introducing the phenomenological longitudina mohility coefficient A'°"9 /KT,

+ A long A
dh _ Vg = A d ?ﬁ - gq cosq " 2 (23.2.22)
dt kT &2 p
and
dh Alonag, _ )
—=v, =-——2¢9_ g cosq T (232.23)
d ¢ KT &2 P

where, the same mohilities for both sdes are employed. One can now immediaey
formulate the aomic fluxes coming from the triple junction towards the both sdes

of the void surface layer. These are Smply given by the number of atoms present in
80



a volume swept by the triple junction motion adong the gran boundary per unit
time, and plus the incoming grain boundary aomic flux jg (#/cm.sec) associated
with the long-range drift-diffuson. The veocty of the triple junction is

proportional with the net flux accumulated or depleted & the junction. Hence, one

writesthe following expressons,

dhy A
S 2 (JS' +J /2) (2.32.24)
dt G

Usng these expressons in with Egs (2.3.222) and (2.3.2.23) for the triple junction

veodities, one gets immediately the following generdized conjugete fluxes:

A long 6
s :GQA—OIaaEgg - gl cosqtE+I, /2
s kT §2 °° 5 9
2 (2.32.25)
A long .
:GQAZdeag;(' "= cosq )+ 312
and
- A'o"9q . e ] 20 -
Jsz-GgTTa 29 - g5 COSqQ - Jg/2
2 (232.26)

Alongd e ) .
=-G, 2kTagS(| - cos(q )-Jg/Z

where one takes the sample thickness as one unit length, and aso consders the right
and left sub-domans sepaatdy by golitting the gran boundary diffuson  flux
equdly. At this sage one can immediatdly write down the expresson for the

velocity of the triple junction either directly from Eq. @.3.2.18), or goplying the law
81



of consarvation of gpecies to the digplacement motion of triple junction, and

utilizing Egs (23225 and (23226) for the out-going fluxes from the

transformation front:
dh o~ -
v == =3 3 g )
dt G
1é long R u u
iag, Ada gg(l . cosq+)+Jg/2(J i
_LIe AT : ! (23227)
_—I Dl
Gb'l' é Alongda -(| ) R R ?/
b
Alongd e )
= os - oosa g [ - oosa

In above flux reaions, |~ and | * are very important parameters which may be

assumed to be congant and equa especidly in the case of isotropic behavior of
surface phases. They may be cdled as the wetting parameters and are given by the

following expressions:

(23229)

The specific Gibbs free energy of the void surface layer may depend on the

orientation of the locd surface normd due to the anisotropic behavior of the surface
tendon g and/or the specific Hemholtz free energy itsdf in cryddline solids (Defay

et. al., 1966).



In above expressons a phenomenological mobility coefficent have been
introduced and denoted by A'°"9, which may be caled as the reaction rate constant
asociated with the phase transformation denoted symbolicaly by s U gb. For the
present cae, it refers a trandormation, which tekes place continuoudy and
reciprocaly between two surface phases, namey, between the interfacid layer and
the gran boundary region jus a the triple junction. This phenomenologicd
mobility does not make any didinction between individud chemicd species and
ther raie of trander over the activation energy barrier. It is srongly dependent on
the temperature, and that may be formulated according to the activated complex rate

theory of chemicd reactions (Y eremin, 1979) asfollows

A N ®e DG .0
Along — E’Ek_Tgeng_ S .9 * (23229
éhg g KT p

In dbove expresson DG;k,g is the Gibbs free energy of activation for the

transformation of surface phasg, ¢, into the grain boundary phese, 4, or vice versa

Egs (23222 and 23223) dealy show tha in the case of themodatic
equilibium  a the triple junction, the digolacement velocity becomes identicaly
equa to zero regardless of the magnitude of the grain boundary flux. Thermodatic
equilibrium egtablishes when the dihedrd angles have reached those vaues, which
make generdized forces given in Egs. (23.220) and (23.2.21) identicdly equd to
zero, under the assumed condrain on the triple junction, namey no laterd motion is
possble Smilaly in above eguation, the fluxes associated with the void surface

diffuson, they may go through certan modifications in the case of anisotropic
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behavior of the void surface layer as demondrated by Ogurtani and Oren (2001-a)
and Oren and Ogurtani (2002). In the case of isotropic specific Gibbs free energies

above equation may be written in the fdlowing form by utilizing Eq. (23227) ad

the dimensionless parameter | , whichisgivenby | =g, /(29s ) -

long _ AIOngdags

g KT [2| - (Cosq+ +cosq” )] (cn/sec) (23.2.30)

After obtaining the triple junction longitudind velodity, let us fird cdculae the
triple junction transverse velocity and then regpplying the condraint on the gran
boundary, that is the grain boundaries are immobile, cdculate the fluxes necessary

to establish the thermodtatic equilibrium at the triple junction.

ii. Triple Junction Transverse M otion

Usng the technique, developed in the previous sections the internd entropy
production asociated with the transverse virtud displacement of the triple junction,

namely the motion perpendicular to the grain boundary, can be caculated.

The internd entropy vaiation for the left hand dde sub-sysem when the triple

junction moves perpendicular to the grain boundary with a digance dh™ can be

caculaed from figure 2.3.2.3,
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Figure 2.3.2.3: Triple Junction Transverse Mation. @) Macro-structure b) Micro-
sructure. BB( gran boundary, ABC: void intefacid layer and dh : transverse

virtud displacement of the triple point aong the grain boundary.

dD¢* =dh*dnq” ad dH* =dh™ cosq * (23231)
1
dDny =———Dr¢ " cosqdh* 23232
> = 2w q ( )
1
dDny =- W, D¢* cosq Tdh* (2.32.33)
dbng = LI qtdh”® (232.34)
WS
dbn; =0 (2.3.2.35)



One can obtain exactly smilar expressons for the other Sde of the triple junction,

which will be identified by anegative Sgn as superscript in the following formulas.

dD¢” =dh” anqg” ad dH™ =dh” cosg” (2.3.2.36)
dDn, =- LD[ cosq dh” (23237)
b Z\Nb q 2.2,
dDn,, = 1 D¢™ cosq”dh” (2.3.2.38)
oW, q 3.2
- — -L . - -
dDng = anqg dh (23239
WS
dDng =0 (2.3.2.40)

One can than rigoroudy write down the rate of entropy production due to triple

junction virtud transverse displacement for the left as wel as the right hand Sde

domains,
.i.eo a([lj-'- + XI+ 1 u
Téq S—n" - Xm “u=D¢" cosq ™
DSy, _ (ligi W W, 242 ;dh+ (23241)
® Tiig sng g Kt r
1 | b
and
ieo 33(i' Xi- 0 u
. 16 &2m - 2Lm Tu=D¢ cosq i .
DS, _ 1Tg7 gWs v # {,ﬂ (2.32.42)
(TG 9na" a x m b
| i



By udng the same ddfinitions which described in the previous section, the

following equetions are obtained,
Sy _ Life \le o+ o+ 0dh?
dtn —-?%(gb - Oy )EDE cosq” +gs SnqQ \6 o (23243
and
dDS;, (.. _.\1_ . _ .. _udh
i LR - — D/ + — 23244
pm T%(gb gv)2 cosq” +9gs Snq Y ( )

By tking consecutive limiting procedures such as; firg with respect to dt® 0, and
then LC/® O, one immediady obtans the following differentid equaions

representing |EP associated with the virtud transverse displacement of the left and

right Sdes of atriple junction Sngularity,

Limﬁz%z—lfgnq+dh+ (ergPKlemisec)  (2.3.2.45)
d®0 dt dt T dt o
D/® 0
and

Lim 38 - @S 1 g oA (@g°Klomiser) (23246
th%OO dt dt T dt

Findly, the IEP due to transverse displacement of the triple junction dong the grain
boundary can be cdculaed, after applying the consecutive limiting procedures as

described previoudy. The result as follows dong the designated positive directions:



dstrz ans
dt

dh
=~ (o7 ana”- gz sna” )5 0 23247

Since it has been assumed on the on st that there is a thermd equilibrium in the
sysem, the Helmholtz disspetion function, as described by Eg. (23.219), can be
used. Then, according to Eq. (2.3.2.47), the projection of the disspative force acting

dong the direction perpendicular to the grain boundary may be given by;
glrans _ _ (gs+ dnq* - g sng” ) (dyne/cm) (2.3.2.48)

This redionship together with Eq. (23.230) dealy shows that triple junction
without having any condran (completdy free junction) can be in complete
physicochemicd equilibrium configuration if and only if the spedific interphesd
Gibbs free energies associated with the grain boundary and the both ddes of the

void surface layer stisfy a Nil Vectorial Summation Rule, which may represented
by the folowing equation; g4 + dc +ds =0. It should be mentioned here that the

amilar vectorid connection exis among the surface tendons g associated with the
intersecting interfaces in order to have a mechanica equilibrium a the triple

junction, which isdso known as'Y oung formulain the literature (Y oung, 1805).

Above findings rdaed to the transverse virtud motion of the triple junction is very
important if one condders a more generd problem where the grain boundary

migration occurs as a result of some thermaly activated processes. In that Stuation,



the transverse component of the triple junction velocity according to Eq. (2.3.248)

may be given by the following expresson;

A trans

Vgt E d,(gs sna” - g sinq”) (cm/sec) (23249

where d, is the atomic distance and Aga”S/kT is the triple junction transverse
migration mohbility, and this mobility is a phenomenologicd coeffident depending

upon the temperature of the system through an activation energy barrier.

In the case of laterd condraint on the grain boundary moation, the generdized laerd

force now generates a particle flow a and through the triple junction dong the void

interfacid  layer to edablish themodatic equilibrium configuration there by
adjusing orientations of the neghboring left and rigt microdlements. The

conjugate paticle flux (transverse flow) associated with this force can be

immediately written as;
~ A trans
Jiens = ggnfy )Gg ET da(gs' snqg” - gq snq +) (#/cm.sec)  (23250)

In aove expresson the angle y denotes the amount of rotation of the
microdements adjoint to the triple junction in the anticlockwise direction, and Sign
is the usud sign function. A cdose ingpection of above flux expresson reveds thet
the direction of which as such tha it tries to diminae any deviaion from the

theemodatic  equilibrium a the triple junction through the dihedrd angles
8



readjusment by transferring mass from one sde to another. Where, the direction of
mess flow is adways towards the egtablishment of the thermostatic equilibrium
configuration, as one expects a priory from the meaning of the postulate of postive

interna entropy production in the irreversible thermodynamics.

2.4. Mathematical Model For the Evolution Dynamics of the Void

Intergranular and Intragranular Motion

The present modd developed in this chepter condders not only the drift-diffuson of
chemica species on the redidic void surface but aso the direct transfer of chemica
goecies between bulk phase and the void region through the interfacid layer
(growth) as a dominant transport mechanisms. In two dimensond space the
tranggranular and intergranular motion of the void, surface of which is a generd
cylindricd in shape, can be represented by the normd displacement veocity even
for mult-component systems such as duminum and copper dloys, in terms of
normaized and scded parameters and variadbles, assuming that there is no charged

paticle in the void region (perfect insulaor).

Firg of dl the time and the scde varidbles t and ¢/ are normdized in the following
manner, firgd of dl an aomic mohility associated with the mass flow a the surface
layer is defined as it has been dready done in section 23.1. by the Eq. (23.1.42).

And then anew time scaeisintroduced by;
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where 1, is the mean initid void radius which can be obtained directly from
ro =+/A, /P , usng the fact that the initid void cross sectiond area, A, is d0 an

invariant of the motion in the absence of the growth process. Similarly r, is used as
a length scde In the following formulas the bars over the symbols indicates the

normaized and scaled quantities.

The curvilinear coordinate dong the void surface (arc lergth), ¢, the interconnect
with  w, and the locd curvature k , that represents the cepillary effect are

normalized with respect to length scae and the sysem time, t, s normdized with

respect to time scae as shown below:

=11y, W=w/rg, K=kr, and t=t/t,, (24.2

The volumetric Gibbs free energy difference between the redidic void and the bulk
phase can be normdized by usng the specific Gibbs free energy of the interfacid

layer, denoted by g ,

_ 9wlo (243)
Os

vb



The dectrogeic potentid generated a the void surface may be normdized with

respect to the remote gpplied eectric fiedld denoted by E, anditisgiven by

J = (244)

The reative importance of dectromigration with respect to cepillary forces can be
easly represented by a single varidble, ¢, and that may be cdled as the electron
wind intensity, as it will be shown later this is a very important experimenta

parameter in the smulations.

dZ|E,r?
WS gS

cC =

(245)

and gmilaly one may normdize the generdized mobility I\7lvb associated with the
interfacid  displacement reaction taking place during the void growth process, M'°"
and MU@S  which correspond to the longitudind and transverse triple junction
moilities , with respect to the mobility of the surface diffusion denoted by M ,

v 2 7 lo trans
M M grans _ M

Ms M M

(246)

where,
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plong =2~ 9 and M frans — A_rans i (24.7)
KT W, KT W,

After these normdizations, the normd displacement velocity for the ordinary points
can be obtained by using the surface flux, given by Eqg. (2.3.1.40), and the incoming

net laterd flux dengty, given by Eq. (2.3.1.41):

<

od —

v lzg ,q)—(gvb+CJ +k)H M., (T +K) (248)

where, the angular dependent post factor D¢(J,q) denotes that the surface drift-

diffuson is anisotropic.
and the triple junction velodity in the direction dong the grain boundary,

W, d,

2WEh, €

\_/gl;ong =M long é2| - (COS q+ + cosq B )3 (249)

with the following boundary conditions a the triple junction in tems of the right

and the | eft Sde fluxes,

- d, J d
— nalong _ trans _
Jo=M o (I cosq )+7+J +M 2V\jz (smq sinq ) (2420

S

ad



a (I - cosq” ) J7g+ J; +|\_/I”a“5i(sinq' - sinq+) (2411)

20g

o

I =- I\—/Ilong :
0 2VV§

where J; and J; denote the normalized aomic fluxes associated with the grain

boundary flow, and the drift-diffuson due to dectromigration, respectively.

The drift-diffuson normdized atomic flux may be given by

3y =- =2 (Agy xE)e i(f ) 2412)

where ng is the grain boundary drift diffuson mability ngy, is the norma vector
dong the gran boundary direction and EO is the remote gpplied dectric fied

vector.

The firg group of terms in above partid differentid equation (2.4.8) represents a
rather conventiond gpproach, which is very popular in the literature, and cdosdy
related to the mass accumulation due to surface diffuson aong the void interfacia
layer. The second group of terms, which appears firg time in the literature, is due
to the mass flow associated with the chemicad species (vacancy flow in opposte
direction) trander between bulk phese and the void region having curved
advancing boundary as a reection front. This additiond contribution to the void
displacement process is a naturd and rigorous out come of the nove gpplication of

the irreversble thermodynamics by Ogurtani (2000) to the curved interfaces using

A



a rather redigic concept of surface phases with finite extent as origindly proposed

by Guggenhem (1959) and Van De Wads and Baker (1928), rather that the
hypotheticd Gibbs (1948) description.

In the next chapter the numericad procedures and methods necessary to solve this

boundary vaue problem will be discussed.



CHAPTER 3

MATHEMATICAL MODEL
&
NUMERICAL PROCEDURES

3.1. Introduction

The physcd modes discussed in this section ae twodimensond. In mogt
goplicaions, such an assumption is phydscdly vdid dnce the thickness of
metalisgtion lines are usudly smal (» 2000 — 5000 A) compared with the line
width and the dze of the voids that have become Sgnificant in degrading the line
sructure (< 1 n). The only reason to make such an gpproximation is to smplify the

mathematical analysis and aso to reduce the computation time.

In Chepter I, after the normdization procedures, the normd displacement velocity

for the ordinary points was obtained as
= € = (=
oy =l_g @ q)_(gvb+cJ +k_)§ M. (Tup +K) (311
\ A J
' Y
Mass accumulation due to the Mass flow associated with the chemicdl
surface diffuson dong the void species transfer between the bulk and the
interfacid layer void region, having a curved advancing

boundary as a reaction front
%



It should be emphasized tha the normdized Gibbs free energy (effinity) of the
interfacia reaction with respect to the surface Gibbs free energy denoted as @, is
in generd not condtant, but rather a function of space and time due to any possble
compostiond variaions a the reation front during the void evolution

pheromenon. Therefore, the exact solution of the growth problem, which may be

the future objective, Hill involves the complete numericd solution of the time
dependent  diffuson equation with drift (convective) term, and coupled to pseudo-

satic dectric field by utilizing proper boundary and initid conditions.

However, for the present gtudion, namey a void in a thin film interconnect, in
which the athermd vacancy concentration is extremdy high (super saturaion)
because of the congant rate of vacancy cregtion due to the exisence of severe
interna  stresses associated with the bended didocation network and the thermd
mismatch between the interconnect and the substrate materid, one may assume that
Ow IS condant of space and time. According to the extensve experimental sudies
performed by Blech (1976) and his coworkers (Kinsbron et al. 1977), a the end of
the incubation period the deady date concentration profile established in the sample
and ove-dl drift-diffuson phenomenon is controlled by the interface trandfer
reections a the cahode and the anode ends. These observaions give very srong
indication thet the vacancy concentration days invariant a the advancing void
surface layer. Therefore, under any circumstances for gross computer Smulations, it
is a reasonable gpproximation to assume that the normdized Gibbs free energy of
interfacia reaction stays congtant of time and space (isotropic), namdy Ng,, = 0.

Then Eq. (3.1.1) becomes,



R O - N
Vord :nxﬁ: 7 %DGU ’q)W(CJ +k)H' va (gvb+k) (3-1-2)

As they were discussed in chapter 2, the triple junction velocity in the direction

aong the grain boundary is given by,

—tong Wqda -
vgl}ong — jvi'ong & - (COSC|+ +C0sq” )H (313

ﬁe

=t

with the following boundary conditions a the triple junction in terms of the right

and the |eft side fluxes;

- d, J d
— plong _ g trans _
Jo =M o (I cosq )+—2 +J; +M (smq sing ) (319

S

(I - cosq” )-37+J +Mirans (\j_l\é(an -sinq*) (315)

I
I
Il

2vv§ 2

In the present mode, a congtant dectric fiedld E, is imposed far awvay from the void
surface, which generates an eectricd field denoted by E, having zero normd
components & the void — interconnect interfacid layer as wdl as the upper and

lower interconnect boundaries. In this modd it is dso assumed that & the upper and

lower interconnect boundaries the vacancy concentration is kept condant. Figure

3.1.1 shows the schemétic representation of the mode, which is under discussion.
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Figure 3.1.1: The schematic representation of the problem.

3.2.  Program “Electromigration”

In the following subsections the numericad methods are discussed as in the order as

the computer program “ Electromigration” , whichisa C code

i Preparation of the Initial System

Frg of dl the initid sysdem that is composed of the void surface and the
interconnect edges, is smulaed by employing hypocydoid agebra in connection
with the discretization procedure having a finite number of nodes usng
predetermined segment lengths. Even thought the used modd is twoedimensond,

in order to teke the advantage of usng vector dgebra, the sysem nodes is

X
represented by the three-dimensiond vectors described as, F(i> =
0



After knowing the node pogdtion vectors it is draght forward to cdculae the

segment lengths, s, and the centroid postion vectors, 1, such as:

s =‘Dr‘<i)‘ where  pr() = p(*D_ ¢ (32.0)

and

r f) = (322

Cathode

#® Nodes
@ Centroids

I .

NS S S B S

Figure 3.2.1: Example initid system; F<i> is the node postion vector, Fc(i> isthe

centroid position vector, A" is the normd vector a the centroids, OF() is the

vector that connectsthe successivenodesand s, represents the segment lengths.
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ii. Calculation of the Turning Angles at the Nodes

Theturning angles a the nodes are calculated by using the definitions of the vector

and the dot products of the two vectors and the figure 3.2.2.

N

! B0y prli o d
racinga—— 2~ - it prilor(* s o
i Q‘DF(OHD?('H) = i
=t € e y (32.3)
N LA !
-I-p - acsngw: otherwise i
i g b

i+1 i-1

Figure 3.2.2: The ssgment turning angle, q; , & thenode .

iii. Calculation of Node Curvatures

The curvatures a the nodes can be evduated & each node by using a discrete
geomdric relaionship in connection with the fundamentd definition of radius of

curvature and the norma vector.

Let us define some geometric rdationships, first of dl the curvature of a circle with

radius r; (radius of curvature) is 1/r; and furthermore three point in the plane
101



define a unique cirde whose circumference pass from dl of these three points.
Figure 3.2.3 shows such a circle that passes from the three successive void nodes
i-1 i, a which the locad curvature is wanted to cdculate, and i+1 by usng the

known values of the segment lengths, s, and the segment turning angle q; .

Figure 3.2.3: The unique circle that pass from the three successve void nodes, O
is the center of the cirde, 5 =|DN|, 5.1 =|CN|, |OB/* [DN|, [OA” |CN and

g /jco|~ Al

From figure 3.2.3 one can immediately write down the following identities.

__ S
Ty (324)
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U
where a; isthe ange BON and it is very essy to see that this angle aso equds to

U
BAN . Then, the curvature at the node i is given by:
j == (3.2.5)

In order to cdculate the vaue of the angle a;, firg of dl let us cdculate the vaue

of the tangent of theangle a; .
) _|BH|_ |BH| _ |BNJsin(p - ;)
an(a;) = = =
|AH| |AN|- |HN| |AN|- |BN|cosp - ;)
___[BNJsin(g;)
| AN|+|BN| cos(a; )
1o (326)
_ 8@ sn@)
1 1 .
Ssua+5s coslg) L+ cos;)
Using the Eq. (3.2.5) and (3.2.6), the locd curvature is given by
® @
¢ ¢ . -
26nSatant—SN@) <
¢G =
g (ohroosa)
K, = e S oz 32.7)

S
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iv. Calculation of the Local Line Normal Vectors

In order to cdculae the normd vectors a the void nodes, let us cdculate the vdue

U
of the angle OND ; from figure 3.2.3 one can easly writethet b; = (p /2)- a;-

Then fird multiply DF(i), which is the vector that connects the successve nodes by
the antidockwise rotation matrix in order to obtan a vector dong the locd line

norma vector as shown below,

cos(b;) dn(b;) O
i) =|sn(b;) costb) 0xoF( (328
0 0o 1

After that it is draightforward to caculate the locd line normd vector namdy,

NI /‘ﬁ(i)‘ _

V. Calculation of the Electrostatic Potentials by using the Indirect

Boundary Element Method solution of the L aplace's Equation

At this point before proceeding further, a brief description of the indirect boundary
edement method (IBEM) is given, and then by usng this method the dectrodtatic

potentids at the void surface and the interconnect edges are calcul ated.
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The bounday dement method (BEM) is now a wel-esablished numericd
technique for the solution of a wide range of engineering problems The man
advatage of the BEM is its unique ability to provide a complete problem solution

in terms of boundary vaues only (Brebbia and Dominguez, 1992).

An initid restriction of the BEM was tha the fundamentd solution (FS) to the
origind patid differentid equation was required in order to obtan an equivdent

boundary integra equation (Partridge et al., 1992).

There exist two lasic types of boundary dement method, the indirect and the direct
methods (Beer and Watson, 1992). The precursor of the BEM's was the Trefftz
method (Brebbia and Dominguez, 1992) in which an goproximae solution of the
boundary vdue problem is obtained by the superpostion of FS's where the source
points are located outsde the domain, and it only remains to adjust the intensties of
the sources to obtain the best possble agreement between the boundary conditions

satisfied by the gpproximate solution and the actud boundary conditions.

In IBEM the solution is again obtained by the superpodtion of FS's but indead of
the sources being located a a finite number of points outsde the domain they are
digributed continuoudy over its boundary. The intensty of the didribution is
usudly known as the dengty function (DF). The patid differentid eguation is
automdicdly satisfied a every interior point of the domain, and the only thing that
is required is to sisfy the boundary conditions by the suitable choice of the DF.
Once the DF has been solved, physicdly meaningful results a bounday and

interior points of the domain are computed by integration over the boundary.
105



In this problem one is seeking the solution of a Laplace eguation in a two

dimengond domain thet is given by the following equation

with the following boundary conditions, namely Neumann boundary conditions,
AXNI (1) =Ax——2Ff=0 (8210

wherethe scalar function J (r) isthe electrostatic potentiad at the boundaries.

For a two dimensiond problem, the source is assumed to be digtributed dong a line
of infinte length from z=-¥ to z=¥ and the fundamentd solution U (P,Q),
which satidies the Laplace equation and represents the fidd generated by a

concentrated unit charge a P (source point) acting & a point Q (field or observation

point), is given by (Paris and Canas, 1997):
UMP.Q)=int (32.11)
p r

where r is the digance from source point to field point. Figure 3.24 shows the
variation of the FS for the two-dimensond potentia problems, a which the source

isa the origin.
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UiE.

Figure 3.2.4: Graph of the FS of Laplace equation for two-dimensond problems

By using the FS, given in Eq. (32.11), the directiond derivative of the FS, which

satisfy Laplace equation, can be obtained as,

T(P,Q) = AxNIU (P,Q) = A UP.Q - _ s TUPP.Q) T

fIr |
_ L gl o L [flrfcosta) cosa) (3212)
ofl [ 20
__ 1 cosq)
2

where q is the angle between the line QP and the outward norma A as shown in

figure 3.25. Fgure 3.26 shows the variation of the directiond derivative of FS

wheretheflow isin the x direction
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Figure 3.2.5: Notation for the FS of Laplace Equation.

T(P,0) &

Figure 3.2.6: Gragph of the directiond derivative of FS for two-dimensond

problems.

In the IBEM, one seeks a solution in the form of
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uQ)= Y (P.QMP)dS: (3213
S

where the dendty function m(P) is the intengty of sources which are continuoudy
didributed over the boundary S of the domain. In two-dimensond problems dS
means with respect to arc length. The subscript p means thet in the integration the
point moves over the boundary whilg the point Q days dill. Since U (P,Q)
sidfies the governing partia differentid equation everywhere except & P, u(Q) as
defined by Eq. (3.213) satidfies the differentid eguation a dl interior points of the
domain, but not on its suface S. Eg. (3.213) is refared to as the integrd

representation.

At this point the only thing that must be satisfied is the boundary conditions When
conddering how to do this, it should be borne in mind that the solution must sisy
the governing patid differentid equation a dl points indde the doman and dso
on the surface S. The integra representation does not do this, and it follows that for
the Neumann boundary conditions it is necessary to equate the limiting vaues as Q
on S is goproached from inside the domain of u(Q) and A:Nu(Q) as defined by

Eqg. (3.2.13) to the given boundary data

n{Q)

Figure 3.2.7: Sidfaction of boundary condition in the IBEM
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For the Neumann condition, one must set the limiting vaue as Q’ approaches Q
(figure 3.2.7) of the derivaive in the direction n(Q) of u(Q') as defined by Eq.
(3213) to its given vdue f(Q). The function U(P,Q") is bounded and 0 it is

permissible to differentiate under theintegrd sign:

fixNu(Q) = U (P.Q)M(P)dS,
S

(3214
= g (P.QmP)dSp
S
Where T (P, Q') isgivenby Eq. (32.12)
One may now write
im @)=t (3219
Q®Qn h

To illugrate the behavior of the function fu/fn(Q')as Q' approaches and passes
through Sa Q' let ustake Q to be on a draight pat of the boundary of a two
dimensond domain, and let us suppose that over this draght pat of the boundary
m(P) is condant and therefore equa to m(Q) . S(Q,n) denotes the draight part AB

of the boundary as shown in figure 3.2.8, where e denotes the distance QQ'.

% (@) =1,@)+1,@Q) (3216)
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where

1L (@Q)= JP.Q)MP)AS (3217)
s@un)

and

1,Q)= r(P.Q)MP)S, (3218)
S- S(Q,n)

Figure 3.2.8: Limit of integrd over AB asQ’ approaches Q

The function [,(Q') vaies continuoudy as Q' gpproaches and passes through S.

When Q' isingde the domain as shown in figure 3.2.8,

14(Q) = o P = () 02—; dg (3219

wherea =tan’ 11 . By integrating and subdtituting limits one finds thet
e

m



,@Q) = m(Q)% (3220)
andsosincea tentsto p /2 as Q' gpproaches Q,

Jm 1,@)=5mQ (3221)
When Q" isatQ, T(P,Q') =0 fordl P in S(Q,n),ands0 11(Q) =0. Therefore,

o u, 1
Q) = G (PQMPIS, + Q) (3222)

Subdtituting this result into Eg.3.2.15 gives

1 -

Em(Q) + 0 (P,Qm(P)dSp =1(Q) 8223)
S

which istheintegra eguation for the Neumann boundary condition.

For the purpose of numerica andyss there is a sgnificant redriction that is the
point Q can not be located a an edge or corner, or a any point a which T(Q) is
discontinuous.  Edges and  discontinuous  £(Q) occur  frequently in - enginearing
andyds. As the point P on S gpproaches Q, for two-dimensond case it remans

bounded. It should be borne in mind however that in the andysis leading to this
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conclugon it is supposed that (Q) is bounded and indeed continuous, whereas
andogy with the didribution of dectricd charge over a conducting surface suggest
that edges, corners and discontinuities of £(Q). The generdity of the method may

therefore be greater than that suggested by existing mathematicd andysis.

In the smplest implementation of the IBEM of solution of Laplace’s equetion, the
boundary S is represented by draight-line dements in two dimensons, and it is
supposed that over esch of these dements n(Q) is condant. Simultaneous
equations for the value of m(Q) are obtained by teking point Q in Eq. (3.2.13) to be
located @ the centroid of each of these dements in turn. Let there be N dements

S,S,,..., Sy, then for the present problem, the Smultaneous eguetions are

1 N _
Em(Qi)+aloTi,- Q) =mq), i=12...N (3224)
J:
where
oT; = F(P;.Q Jas; j (3225)
S

j

Snce in Eq. (3.224) the point Q is a the centroid of an eement, the surface

smoothness condition for vaidity of thet equation is dways satisfied.
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For a finite domain, the mairix of equation coefficients is angular in the limit as the
number of dements tends to infinity and it is necessary for example to take u(Q) to

be zero a one of the dementd centroids, Eq. (3.2.24) is then written a that centroid

and at dl the others. For an infinite domain, the integra representation can modd &

infinity u(Q)=Ini(‘J’r(P)dSp where r, is disance from an abitrary chosen
fo

reference point in two dimendons, but not a nonzero congtant value. Therefore, the
solution of the Neumann boundary vaue problem, and the matrix of equation

coefficients are not Sngular in the limit as the number of dements tends to infinity.

It is posshle to evduate andyticaly the integrd DT;; : note that since the elements
are draght, T(R,Q) =0 everywhere on the dement S; and 0 in Eq. (3214),
DT =0 and leading diagond coefficients dl equa %2 The matrix coefficents of

Eqg. (32.24) ae dimengonless in the sense that they have the same numericd vaues

regardiess of the choice of the unit of distlance.

Here l&t us turn back to the problem a which the direction of the applied dectric

fidd isin the pogtive x direction.

Now let us seek a solution as the sum of two pats, these being the eectrodtatic
potentid due to applied dectric fidd that would exis if the void were not there, and
a perturbation of tha solution chosen so that the sum of the two parts satidfies the

boundary conditions.
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Jn=3"'")+3" (32.26)

The boundary condition given by Eqg. (3.2.10) indicaes that the éectric fidd a the

boundary dong the boundary norma direction is zero.

E(Q) = - gradd (Q))
=- grad(d'(Q))- grad@ "(Q) =E'(Q) +E"(Q) =0

(38227
For the present problem; if there is no void ingde the interconnect the dectrodatic
potentid that corresponds the dectrodatic applied voltage dong the negaive x

direction according to the coordinate system shown in figure 3.2.9, is given by

J'(Q) =- E;x=-E,r¥0 =- E,rcos(f) (3228
L4
T T end
’ I r""
; ! %
E, l- I t
—  Bleroso H
\ it
8 Il
.\ .J

Figure 3.2.9: Coordinate system

From the solution in Eqg. (3.2.27), the normd component of the dectric fidd on the

boundaries may be cdculated as
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E'(Q =- grad(d' (Q)) =- AxNJ '(Q) = - E; cos(f ) (3229

By comparing the Neumann boundary conditions given in Eg. (3.2.27) and the Eq.
(3229 it is found that the norma component of the eectric fidd due to the

fictitious charges digtributed dong the boundaries have to be given by
E"(Q) =-E'(Q) =Eqcos(f) (3230)
Now the problem is to adjust the magnitude of the fictitious charges, denoted by m,

such that to satidfy the Eq. (3.230) in order to saisfy the boundary conditions.

Noting that the norma derivaive of the FS is T(P,Q), the boundary condition a

the point Q can be satisfied by using the Eq. (3.2.24).
1 N |

“mQ)+8 oy )=E' Q). (3231)
2 =

where N is the number of charges and DT;; =DT(R,Q;) and it may be calculated

by udng the integrd given by the Eq. (32.25). After finding the charge didribution

that satisfy the boundary conditionsthe J "' (Q) can be calculated &s

3"(@)= 4 ouynlo,). (323)

j=1
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where DU;; = DU (R ,Q; ) and it may be calculated by using the following integrdl

DU = SC\}J (Pj Qi )dSpj (3233

]

Thee integrds can be cdculaed numericdly by usng the trgpezoidd rule. By

usng the notation in figure 3.210 and assuming that the charge dendty function at

a given segment distributed uniformly, the formulas for DT; ; and DU; ; may be

found as,
m1 O
o 0
DT, = \Cozs(q)dsj =2ié% 05(‘1k+1)+003(Qk)i
s pr P k=0 MNe+ K g
é A5 m-1 u
- Ds gL &eoddo) , coslAm) 9, g 0wy (3234)
pg2e To '™m @ ka 'k @
= _Si glgqﬁj o + N 9+n‘1’_1—ﬁj Xrﬂkg
P 2 _ 12 =+ ~ 12 1)
omE28 |rol”  Irml” 5 = Inil” Y
and
m1 .
0
DU;; = (‘)Llnldsj -1 g1, L +IniiDsk
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o

Figure 3.2.10: Segment divison for the numericd integration, my isthe number of

dvison.

The vector E'i =E'(Q) can be cdculated by using the Eq. (32.29) and then one
obtains the following sysem of smultaneous equations, which can be solved for the

unknown fictitious charges m .

DT, ; "m = E| (32.34)

The nodes described in this problem contains three different set a each of which the
centroids are continuous. These are the upper interconnect edge (UIE), the lower

interconnect edge (LIE) and the void circumference (VC), whose number of
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centroids are denoted by n,, n, and n, respectively. Then the connectivity meatrix

isgiveninthefigure 3211, where n,; =n, +n; and ny, =n, +n; +n,.

UIE LIE (9
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Figure 3.2.11: The connectivity matrix

For the solution of above linear system, Gaussan dimination with back subdtitution
method is performed. Also in this method a pivoting Strategy is gpplied for the error

reduction (Mathews, 1992).

In order to test the vdidity of the IBEM solution, it was assumed that there is a
dreular void, indde interconnect with an infinite width, and the charge digtribution
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around the void circumference, whose andyticd solution is known and given by the

Eq. (3.2.35), was cdculated.

n(f) = - 2cos(f ) (32.35)

— %

e

-2

Figure 3.2.12: Chage didribution around a crcular void. Bar plot indicates the

IBEM solution and the solid lineisthe analytic a solution.

When one compares the numerical and andytical solutions, which may be seen in

figure (3.2.12), there is a perfect match between these two solutions.

After checking the IBEM solution let us continue to go over the program

“Electromigration”.



Vi. Calculation of Anisotropic Surface Diffusivity

The anisotropic diffusvity of surface atoms is incorporated into the numerica

procedure by adapting the following rdaionship,

Ds (q,f)=D2 {1+ A cos?[m(q - f )]} (32.36)

where DsO is the minimum surface diffusivity corresponding to a specific surfece
orientation, ¢ is the angle formed by the locd tangent to the surface and the
direction of the agpplied dectric fidd. A, m and f ae dimensonless parameters

that determine the drength of the anisotropy, the gran symmetry through the

number of crysalographic directions that corresponds to fagt diffuson peaths, and

the misorientetion of the symmetry direction with respect to the direction of the
goplied dectric fidd E,, respectivey. For brevity this angular dependent pat of
the diffudvity in &bove eguations is denoted by De@q,f). Where N=2m

corresponds to the rotational degree of symmetry or fold-number.

The following figures are obtained by usng Eqg. (3.2.36), in which the minimum

surface diffusivity is teken as unity namdy DS = 0.

Figures 3213 and 3.214 shows the diffuson anisotropy of a cysd with a two-
fold symmetry where the anisotropy strength is A =5 and the misorientation angles

aef =0 and f =p/6 respectively.
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Figure 3.2.13: Diffuson Anisotropy, DS0 =

1L A=5 m=1and f =0
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Figure 3.2.14: Diffusion Anisotropy, D =

0

L, A=5 m=1landf =p/6



Figures 3215 and 3216 show that the diffuson anisotropy of a cydd with a
four-fold symmetry where the misorientetion angle is f =0 and the anisotropy

srengthsare A =5 and A =3, repectivey.
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Figure 3.2.16: Diffusion Anisotropy, D) =1, A=3, m=2and f =0
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Figure 36.17 shows that the diffuson anisotropy of a cydd with a sx-fdd
symmetry where the misorientation angle is f =0 and the anisotropy strength is

A=5.
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Figure 3.2.17: Diffusion Anisotropy, D =1, A=5 m=3 and f =0

vii.  Explicit Euler’sMethod

Explicit Euler's method (Mathews, 1992) is used to perform the tme integration of
Eg. (312 for the void profile evolution. The time sep is determined from the
maximum surface velocity such tha the displacement increment is kept congtant for
al time sep increments. This socdled adapted time sep auto-control mechanism
combined with the sdf-recovery effect associated with the capillary term guarantees
the long time numericd dgability and the accuracy of the explicit dgorithm even

after performing severd hundred to severd millions steps.
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viii.  Remeshing

As it can be seen from the figure 3.2.18 that the void profile experiences a large-

scae evolution during the numericd smulations.

i+l

Figure 3.2.18: Void profile evolution, i represents the node number, 1; isthe loca

line normd, s denotes the segment length between the nodes -1 and i and the

primes over the segment lengths indicates the future.

In the present study the numericd methods require that the segment lengths must
not be exceeded a criticd vaue in order to keep the accuracy in an acoeptable level.
And dso as the number of nodes increase the computaion time is aso increases.

These two Statements require that the segment lengths must be keep in a range

between the minimum and the maximum segment lengths, [syin, Smax ], iN terms of

aprescribed percentage of the mean distance.

If the distance between any two neighboring nodes becomes longer than S5, then

the mid-point is converted into a node as illudtrated in figure 3.2.19.a
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Smilaly, if the disgance between any two neighboring nodes becomes shorter then
Smin» then the further node is removed from the mesh and the new segment is
formed as illustrated in figure 3.2.19.b. After such a node remova process the new

segment length hast o be controlled whether it islonger than S5, Or Not.

Figure 3.2.19: Remeshing, @ The segment length is bigger than the maximum
dlowable segment length b) The segment length is smdler than the minimum

alowable segment length

iX. Theflowchart of the Program “Electromigration”

After explaining the numericdl methods used in the program *“ Electromigration”,

let us define the dl program as aflowchart, which can be seenin Figure 3.3.1.

The définitions of the input parameters used in the program can be found in the

Appendix A.
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Figure 3.2.20: Program flow chart.



CHAPTER 4

RESULTSAND DISCUSSION

In this chepter, a ddaled dasdfication of dectromigration induced void

morphologica evolution of intra and inter-granular voids in metdlic thin films ae

presented by using the outputs of the program “Electromigration”.

The effect of normdized interconnect with and the dectron wind intendty on the
dectrogatic fidd didribution dong the void crcumference, which is shown in

figure4.1, isinvestigated by using the IBEM calculations.

Figure 4.2 shows the dectrogatic fidd didribution adong the void circumference
for different normdized interconnect widths, when the normdized dectron wind
intengty is kept condant a c =1. In figure 4.2, the letters A, B, C and D
correspond to the points on the void circumference represented by the same letters

asshowninfigure4.1.



Figure 4.1: Schematic representation of the system.
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Figure 4.2: Elecrodatic fidd didributions dong the void drcumference for
different normalized interconnect widths. The dectron wind intensty: ¢ =1.

From figure 42 it may be sad thet, when the normdized interconnect width is
w3 5, the efect of current crowding on the shape evolution may be patidly

avoided.

Figure 4.3 shows the dectrogatic field didribution dong the void crcumference
for different normalized dectron widths when the normdized interconnect width is
kept congant & W=14. Smilaly in this figure the letters A, B, C and D
correspond to the points on the void circumference represented by the same letters

asshowninfigure4.1.
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Figure 4.3. Electrodatic fidd digribution adong the void drcumference for
different dectron wind intengities. The normalized interconnect width: w =14.

4.1. Void Intra-granular Motion

4.1.1. |sotropic Surface Diffusivity

i. Without Void Growth M echanism

In order to see how the void dynamic proceeds, and what types of find

configurations can be generated & the absence of the diffuson anisotropy and the

interface controlled growth process, two didinct experiments have been performed

utilizing critical and uncriticakasymmetric void shapes.
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In figure 4.1.1.1, the initid shgpe of the void is uncritica, and there is a formation
of a new or daughter void in front of the advancing parent. In the case of a criticd
void the crescent-like dit formation occurs as shown in figure 4.1.1.2, rather then
the transverse wedge or dit shgpe generation, which could produce falure. These
expaiments do not give any indicaion of open circuit falure other than some
deterioretion at the interconnect edges in the absence of void growth and anisotropy
in the surface diffuson. The effects of various initid void forms under the large
range of eectron wind intensties have been invesigaied recently by Oren (2000-a
and 2000b) and Oren and Ogurtani (2001), who prove that the dectromigration
phenomena is highly non-lineer that is strongly dependent upon the initid deate of

the system.

Figure 4.1.1.1: Vod morphology evolution for an Un-critical initid void
configuration under the |Isotropic surface diffuson conditions without growth

process. ¢ =100. Scded sripwidth W= 2.
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Figure 4.1.1.2: Void morphology evolution for a Critical initid void configuration

under the Isotropic surface diffuson conditions without growth process. Electron

windintensty ¢ =100. Scaled sripwidth W= 2.

ii. With Void Growth M echanism

The effect of the interface controlled growth process, which involves not only the
Gibbs free energy of reection but dso the loca curvature in connection with the
specific surface Gibbs free energy, has been invesigated and the representative

result obtained is presented in figure 4.1.1.3.

It should be mentioned that, Kraft and Arzt (1997) has dso consdered the growth
process in thar extendve smulation dudies, by adapting sdf-amilar enlargement
of the void with a condant rate of growth. Unfortunatdly, this ad hoc procedure,
which does not tke into account the capillary effect through the curvature term, has
not been successful in generdting any unusuad morphologica outbreek such as the

actud |aboratory observations on the real samples.
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In this experiment, one has ill employed uncriticd shgpe in connection with the
isotropic surface  diffuson. This figure shows formation of a rather interesting
morphology, especidly when void is dStuated a the center of an interconnect,
namdy fird an appearance of a dngle dit-like void shape a intermediate
obsarvaion time, and then the evolution towards the dendritic Structure (multi-dit)
dter having a prolong exposure times rather than giving a fragmentation
phenomenon as in the case of figure 4.1.1.1. In this experimett a high normdized

electron wind intendty such as ¢ =100 is employed in order to scae down the

normaized observation time,

Figure 4.1.1.3: Void morphology evolution (Dendritic Structure) for an Un-critical

initid void configuration under the Isotropic surface diffuson and Void Growth
conditions (DG, =-10, M, =10). Electron wind intensity ¢ =100. Scaed strip

width W=2.
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4.1.2. Anisotropic Surface Diffusivity

Surface diffuson anisotropy is determined by the variation of surface diffusvity
with surface orientation and dso depends on the grain orientation for each grain of
the polycyddline medlic thin film. In Eg. (3.236), the anisotropy of surface
diffuson is quantified through the dimendonless parameters, which ae fully

discussed in section 3.2.vi.

Gran orientation is expressed by the cayddlogrgphic direction norma to the

surface of the film and the misorientation of the crystdlographic symmetry axes in
the grain with resped to the applied eectrostatic fiddd. The parameter m in Eq.
(32.36) is an integer number that characterizes the film surface plane this plane is
perpendicular to the cylindricd void surface. In fcc metds, such as duminum, these
symmetry axes correspond to <110 > cayddlographic directions Each of the

{110} planes contain only one <110 > axis, therefore these planes have m=1.In

the sameway, for {100} planes m=2 and for {111 planes m=3.
The term “N-fold” symmetry is used to denote the number of the fast diffuson
paths on a cryddlographic plane. Since each cryddlographic axis corresponds to

two oppogitedirections, N =2m.

Therefore, [110]-, [100]- and [111]- oriented grains are characterized by twofold,

fourfold and six fold symmetry respectively.
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i. Critical Initial Void Configuration

In figures 41.21, 4122 and 4.1.2.3 the initid void shgpe is chosen to be criticah
asymmetric with respect to the direction of the dectron flow which is in the
opposite direction of the agpplied dectrogeic fidd. In these smulaion experiments,

the congtant interface controlled growth process has dso been taken into account.
a Sixfold Crystal Symmetry: m =3

The sxfold crystd symmery (m=3, ad [11]]- oriented grans in Al) in the
aurfece diffuson coefficient becomes a factor in the development of the faceted
void as shown in figure 4.1.2.1. It can be seen that a the very beginning the semi
hexagond shaped void deveops as would be expected from the sxfold symmetry.
In agreement with the Kraft and Arzt (1997) and Gungor and Maroudas (1999) it is
found that the facets do not develop exactly dong the directions with the highest or
lowes diffusvity in generd. In the figure, the fast diffuson directions ae

coinciding with the peek pogtions in the polar diffusivity graphs.

90
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- 180 0
/ 210 330
240 300
270

Figure 4.1.2.1: Vod morphology evolution for a critical initid void configuration

(m=3, A=5, q=0, Dg, =-5, M, =5). Eletron wind intensity: ¢ = 10.

Scaed interconnect width: W = 2. Normalized failuretime: t; =0.03929.
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In the sudy of Kraft and Arzt (1997), the authors date that the semi hexagond void
shape is very gtable and dso even when the void reaches more than 95% of the line
width no shape changes are seen. However in our case, epecidly in the later stages
of the evolution, the dgnificat current crowding on the void surface due to the
large void dze drives a morphologica indtability that leads to a very blunt dit-like
formation. The dit is ds0 faceted and these facets nearly have the same orientations
with the facets of the void tha formed in the former dages. This observed
advancing front causes an open drcuit falure by hiting the upper edge of
interconnect. The main reason for this difference is that, as mentioned before, Kraft
and Arzt (1997) use a sdf-amilar enlargement of the void as a growth process,

which is contradictory to the experimenta observations.

b. Fourfold Crystal Symmetry: m = 2

Fgure 4122 shows the void morphologicd evolution in grans having fourfold

symmetry (m=2, and [100]- oriented grains in Al) in the anisotropic diffuson

coefficient.
a0
120 il
150 a0
120 i
210 330
240 300

270
Figure 4.1.2.2: Void morphology evolution for a critical initid void configuration
(m=2, A=5, q=0, Dg, =-5, M, =5). Blectron wind intensity: ¢ = 10.

Scaed interconnect width: W = 2. Normalized failuretime: t; = 0.02909 .
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The initidly formed faceted morphology evolves into a wedge-like shape, which

accd erates the early open circuit failure by hitting the upper edge of interconnects.

C. Twofold Crystal Symmetry: m=1

In figure 4.1.2.3, the twofold symmetry (m=1,and [110]- oriented grains in Al) in
the surface diffuson becomes a man factor in the devedopment of the draight
advancing dit, which accderaes the very early open circuit falure due to a sharp

dit hitting the upper edge of the interconnect.

120 a0
150 30
210 330
240 300

Figure 4.1.2.3: Void morphology evolution for a critical initid void configuration
(m=1, A=5, q=0, Dgy, =-5, M, =5). Eledtron wird intensty: c¢ =10.

Scaed interconnect width: W = 2. Normdlized falluretime: t; = 0.00329 .

Again, the orientation of the dit does not follow one of the planes with highest or

lowest diffusvity. Instead, the dit seemsto follows one of the (111) planes.
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ii. Uncritical Initial Void Configuration

In figures 4.124, 4125 and 4126 the initid void shgpe is chosen to be
uncriticakasymmetric with respect to the direction of the dectron flow which is in

the opposte direction of the gpplied dectrodtic fidd.

Smilaly in these smulaion experiments, the congant interface controlled growth

process has aso been taken into account.

a Sixfold Crystal Symmetry: m = 3
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Figure 4.1.2.4: Vod mophoogy evoluion for an uncritical intd void
configuration (m=3, A=5, q=0, Dg,=-5, M, =5). Electron wind
intengty: ¢ =10. Scded interconnect width: W= 2. Normdized falure time

f, =0.04651 .
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b. Fourfold Crystal Symmetry: m = 2
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Figure 4.1.2.5: Void morphology evolution for an uncritical intd void
configuration (m=2, A=5, q=0, Dgy=-5, My, =5). Electron wind
intengty: ¢ =10. Scded interconnedt width: W= 2. Normdized falure time

f; =0.02979 .

C. Twofold Crystal Symmetry: m=1
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Figure 4.1.2.6: Void mophology evolution for an uncritical intd void
configuretion (m=1, A=5, q=0, Dgy=-5, M, =5). Electron wind
intengty: ¢ =10. Scded interconnect width: W= 2. Normdized falure time

f, =0.00541.
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These last three figures show that as an intermediae dep; the uncriticd initid void
shape is converted into the criticd form as suggested by the experimenta sudies

performed by Arzt et al. (1994), and Kraft and Arzt (1997).

From these smulaion experiments, which are presented by figures 4.1.2.1-6, the
effect of the degree of surface diffuson anisotropy in connection with the

normdized time to falure, t;, is observed and the relevant data are tabulated in

table4.1.2.1.

Table 4.1.2.1: Influence o the degree of surface diffuson anisotropy on the

normdized faluretime t; .

Fold Texturefor Critical Uncritical
Number | FCC Metals(Al) t i tso
2 (110) - [110} 000329 0.00541 8170
4 (001) - [100 0.02009 0.02979 -
6 (112) - [110] 0.03929 0.04651 59000

The data indicae that the normdized falure time increases dradticdly as the degree

of symmetry in the surface diffuson anisotropy incresses According to teble
4121, the normdized effective time to falure t; shows about one order of
magnitude enhancement changing from twofold symmetry to sxfold symmetry for
both criticdl and unciticd initidly nuclested voids. The lifetime improvements are

11.9timesand 8.6 times for the critical and uncritical cases respectively.
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These reults are in excdlent agreement with the experimental findings of Joo and
Thompson (1997), which are given as tgg in the last column of the Table 4.1.2.1,
concening Al (1100 and Al (111) on SO, subdraes. Ther experimentd
observations indicate tha when they change the orientation of Al lines from

twofold symmetry to sxfold symmetry the lifetime improvement is 7.2.

A comparison of the results presented in table 4.1.2.1, indicates that the uncritica
iniid void configuration yields about a factor of one and an hdf longer life time
for the interconnect then the criticd initid void configuration regardiess of the fold
number. This tendency is dso suggested by the experimentd Studies performed by
Arzt et al. (1994). They found that the lifetime improvement is 4.1. However on the
long run, both shapes are derimenta for duminum interconnects especidly in the

case of twofold symmetry that means (001) [100] texturein fcc metals.

These computer experiments clearly indicate the importance of the surface diffuson
anisotropy for the premature formation of a fata open circuit configuration, and the
further enhancement of this deterioration due to void growth process caused by

supersaturated vacancies in the bulk matrix.

Therefore, one should choose the highest symmetry plane and the most cdose

packed direction, such as {11:1} <1Io> in fcc metas and aloys as a texture for the

metdlic interconnect thin films.
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4.1.3. Comparison of Simulations with the Experimentally Observed Void

Configurations

In figures 4131 to 4.1.35, the quditaive comparisons which are caried out
between the dmulation predictions for eectromigration induced void evolution and
the obsarvations of such void configurations that have been published in the

literature,

Figure 4.1.3.1: Formation of a narow dit a) Smulaion result: (m=1, A=5,
q=0, D3, =-5, M, =5, ¢ =10) b) SEM micrograph from the work of Arzt

et al. (1994).

Figure 4.1.3.2: Formation of a faceted void @ Smulaion result: (m=2, A=5,
q=0, D3, =-5, M, =5, ¢ =10) b) SEM micrograph from the work of Kraft

and Arzt (1997).
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Figure 4.1.3.3: Formation of a semi-hexagond faceted void @) Smulation result:

(m=3, A=5, q=0, Dg,, =-5, M, =5, ¢ =10) b) SEM micrograph from
thework of Sanchez et al. (1990).

Figure 4.1.3.4: Formaion of a faceted void @ Smulaion result: (m=2, A=5,

q =0, DGy =-10, M, =10, ¢ =100) b) TEM micrograph from the work of
Greer (1999).

Figure 4.1.3.5: Formaion of a faceted dit like dement @ Smuldion result:

(m=2, A=5,q=0, Dg,, =-10, M, =10, ¢ =100) b) SEM micrograph from
the work of Joo and Thompson (1997).

Even though these comparisons are only quditative, they vdidate the modd, usd
for the dmulaion of void morphologica evolution, in terms of its cgpabilities to

capture awide range of complex non-linear dynamica phenomena
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4.2. Void Intergranular Motion: Void - Grain Boundary I nteractions

In this section a comprehensve chaacterization of the void - gran boundary
interactions is presented. In the fdlowing computer sSmulaions one uses the
boundary conditions that were obtaned by the irreversble thermodynamic
tretment of the triple junction, in which there are no assumptions such that, a
condant dihedrd angle or void tip morphology in the vicinity of the triple junction

and a.condant triple junction velocity as generdly used in the literature.

In the void - grain boundary interections, the wetting parameter, | , which is rdaed
to the dihedrd angle is a vey important experimenta parameter and may be
described by assuming the identica left and right wetting parameters, described by

the Eq. (2.3.2.28) asfollows:

| =1 =1 =

- 4.2.2)
205

Commonly in the literature, the dihedrd angle is described by the angle that the
void phase makes between the two bulk grains (Verhoeven, 1975) as shown in

figure 4.2.1.

Figure 4.2.1: A surface tenson force balance defining the dihedral angle j .
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From the Eq. (421) and the ddfinition of the dihedrd angle the fdlowing

relationship between these two factors can be found:

j =2cos()! 4.2.0)

4.2.1. The Effect of Wetting Parameter on the Void - Grain Boundary
Equilibrium Configuration: Isotropic Surface Diffusivity without

Electromigration Forcesand Void Growth Mechanism

In order to test the vdidity of the irreversble thermodynamic trestment of the triple
junction presented in Chepter 2, the various experiments were performed utilizing
different vaues of the wetting parameters, | , a the adbosence of any externa forces

such as dectron wind.

i. Voids Nucleated on the Grain Boundaries

In the following experiments, the morphologicd evolution of a drcular void thet is

nuclested on a gran boundary is presented in sngpshots taken from different time
steps. The angle between the lines |AB| and |AC] is exactly equal to the half of the

dihedrd angle.

In figure 4211 the wetting parameter | =1, and this corresponds to the 180°

dihedrd angle or no wetting condition. As it may be seen from the snapshots figure
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the cdrcular void is dable for the aove paranees Figure 4212 shows the
evolution of angle BAC , which is initidly 87° because of the used discretization

procedure. As soon as the smulaion gart the angle BAC evolves to the hdf of the

dihedra angle, as dictated by the thermodtatic theory.

A i

Grain I Grain 1T

Figure 4.2.1.1: Void morphologica evolution to the equilibrium configuretion. The

wetting parameter: | =0 and the corresponding dihedral angle : j =180°
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Figure 4.2.1.2: Evolution of angle BAC . The doted line: j /2= 90°
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In the following figures the effect of the wetting parameter on the void equilibrium

morphology can be seen.

Grain I Grain 11 Grain I ~. Grain Il

c

b)
Figure 4.2.1.3: Void morphologica evolution to the equilibrium configuration.
a) The wetting parameter:| = 0.259 ; the corresponding dihedrd anglej =150°

b) The wetting parameter: | = 0.5; the corresponding dihedrdl angle: j =120°

Grain IT Grain I Grain IT

b)
Figure 4.2.1.4: Void morphologica evolution to the equilibrium configuration.
a) Thewetting parameter:| = 0.707 ; the corresponding dihedrd anglej =90°

b) The wetting parameter: | = 0.866 ; the corresponding dihedrd angle: j =60°
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Figure 4.2.1.5: Void morphologica evolution to the eguilibrium configuration.
a) The wetting parameter:| = 0.966 ; the corresponding dihedrd anglej =30°

b) The wetting parameter: | =1; the corresponding dihedrd angle j =0°

In figure 4.2.1.5b the dihedrd angle is equd to the zero, which correspond to the
pefect wetting condition. In this las Imulaion on the contrary to the previous
equilibrium gmulations, the sysem cannot reach to the eguilibrium. The only
reason is the very long computation time necessary to complete the experiment. As
the void wets the grain boundary, which means it is pulled dong the grain boundary
by cepillay forces, the number of nodes necessary to describe the void
circumference reaches to the very big numbers. Anyway in this experiment the

tendency in the case of perfect wetting is Smulated succesfully.

Fgure 4.2.1.6 shows the evolution of angle BAC, from initidly 87° to the hdf of

the dihedra angle 0°.
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Figure 4.2.1.6: Evolution of angle BAC . The dihedrd angle j =0°

ii. Voids Nucleated inside the Grains and just Touched to the Grain

Boundaries

In this section, the void gran boundary interaction in the cese of drcular void,
which is nudeated indde the grains and just touched to the grain boundaries were

smulated.

In figures from 4217 to 4.21.10, the sngpshots from the void gran boundary
interection are presented by utilizing different wetting parameters, from no wetting
to complete wetting conditions. In these experiments only the capillary forces ae

taken into account.
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Figure 4.2.1.7: Void morphologica evolution to the eqguilibrium configuration.
a) Thewetting parameter:| = 0 ; the corresponding dihedrd angle;j = 180°

b) The wetting parameter: | = 0.259 ; the corresponding dihedrd angle: j =150°

Grrain 1

Figure 4.2.1.8: Void morphologica evolution to the equilibrium configuretion.
a) Thewetting parameter:| = 0.5; the corregponding dihedrd anglej =120°

b) The wetting parameter: | = 0.707 ; the corresponding dihedrd angle: j =90°
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Figure 4.2.1.9: Void morphologica evolution to the eguilibrium configuration.
a) Thewetting parameter:| = 0.866 ; the corresponding dihedrd anglej = 60°

b) The wetting parameter: | = 0.966 ; the corresponding dihedrd angle: j = 30°

Grain I Grain I1

Figure 4.2.1.10: Void morphologicd evolution to the equilibrium configuration.
Thewetting parameter: | =1 and the corresponding dihedral angle :j =0°
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These figures show that the void - grain boundary sysem darts to evolve towards
the equilibrium configuraion having proper dihedrd angles dictated by
thermogtatic theory, as soon as they have in close contact with each other’'s. The
rae of this shape evolution process seems to be controlled by three independent
unit processes, namely the mobility of surface drift-diffuson, and the generdized
mobilities assodiaed  with longitudind  movement of triple junction and the
transverse flow of matter through the junction, respectivdy. The fird one
corresponds to the longrange materid transport, and the other two ae closdy
rdlaed to in dtu chemicd species trander reactions (highly locdized fashion)

taking place a the triple junction.

Snce our computer Smulation experiments operae in the normaized and scaed
time and space domains, in the absence of growth phenomenon and gran boundary
drift-diffuson, one only ded with two normdized mobilities which are desgnated

as longitudina and transverse triple junction generdized mohilities

iii. Voids Nucleated at the Intersection of Three Grains

In this section, the shape evolution behaviour of a void, which is nudeated a the
triple junction of intersecting three grains, is demondrated a the absence of the

dectron wind.

In figures from 4.21.11 to 4.2.1.14, the sngposhots from the void grain boundary
interaction ae presented by utilizing different wetting parameters, again from no

wetting to complete wetting conditions.
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Figure 4.2.1.11: Void morphologica evolution to the equilibrium configuration.
a) The wetting parameter:| = 0 ; the correponding dihedrd anglej =180°

b) The wetting parameter: | = 0.259 ; the corresponding dihedral angle: j =150°
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Figure 4.2.1.12: Void morphologica evolution to the equilibrium configuration.
a) Thewetting parameter:| = 0.5; the corresponding dihedrd anglej =120°

b) The wetting parameter: | = 0.707 ; the corresponding dihedrd angle: j = 90°
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Figure 4.2.1.13: Void morphologicd evolution to the equilibrium configuration.
a) The wetting parameter:| = 0.866 ; the corresponding dihedrd anglej = 60°

b) The wetting parameter: | = 0.966 ; the corresponding dihedrdl angle: j = 30°

Grain 111

Figure 4.2.1.14: Void morphological evolution to the equilibrium configuretion.

Thewetting parameter: | =1 and the correspondng dihedral angle:j =0°
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In figure 42113a the dhedrd angle is j =60°, and the corresponding
equilibrium configuration is a triangle, where the node curvaures is exactly equd to

Zex0.

Especidly in figures 421.13b and 42114, there is a subgantid change in the
find shape of the void, namdy, a deady dae trandormaion from convex void
counters towards the concave morphology in order to yidd maximum penetration

while dtill keeping the void volume invariant.

This behavior shows tha the concave morphology is the red equilibrium

configuration for the voids, for which the dihedrd angleislessthan the 60°.

This fact namdy the negative curvature a the singularity is mentioned firg time in
the literature in this work (Ogurtani and Oren, 2002), as an outcome of a rigorous

theory of surfaces and interfaces.

These figures indicate that the find void or cavity configuraions ae excdlent
agreement  with those morphologies obtained in usud laboratory experiments as
wel as with the predictions of the thermodatic theories, which of course can only

be gpplicable to the equilibrium shapes.
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4.2.2. |sotropic Surface Diffusivity with Electromigration Forces and without
Void Growth Mechanism - Prediction of Cathode Failure Times in

Bamboo Structures

In order to evauate the effect of the current crowding on the morphology as well as
on the mean time b falure (MTTF) of the interconnects with bamboo Structure a

series of amulation experiments is done on the void grain boundary interactions,

In the following figures from 4221 to 4227, the results of extensve computer
smuldion experiments on the void detachment process from the grain boundaries

in duminum bamboo interconnects are demonstrated.

In these expeariment the detachment kinetics of voids, which are initidly Stuated or

nuclested at the grain boundariesisinvestigated.

Since the soedific Gibbs free energy dendty of duminum for the free surface and

for the gran boundary is equd to 0.980Jm 2 and 0.324Jm 2 respectively (Liu et
al.,, 2001), in dl of the following series of experiments the wetting parameter is

takenas | =0.165.
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Figure 4.2.2.1: Void detachment process for different normalized eectron wind
intensties, the normalized interconnect with: W = 1.4
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Figure 4.2.2.2: Vad deachment process for different normalized eectron wind
intensties, the normalized interconnect with: W =1.5



Grain I Grain I1 Grain I Grain I1

w=1.75 w=1.75
‘\ .1'1'_.-
/ )
< /e
A= X=10
A=0.165 1=0.165
rderur:hmenr= 0.17245 tderurhmen.r= 0.07674
Grain I Grain Il Grain I Grain I1

"Uzl’- 75 H_I:I. 75

A=23 X=50
A=0.165 A=0.165
tderm_'hmeur= 0.02611 ttfertu'hmeur= 0.01183
Grain I Grain I1 Grain I Grain Il

=0.00772 f =0.00581

i
detachment detachment

Figure 4.2.2.3: Void detachment process for different normalized eectron wind
intengities; the normalized interconnect with: W =1.75
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Figure 4.2.2.4: Void detachment process for different normalized eectron wind
intengties; the normalized interconnect with: W = 2.0
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Figure 4.2.2.5: Void detachment process for different normalized eectron wind
intensties, the normalized interconnect with: W = 2.5
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Figure 4.2.2.6: Void detachment process for different normalized eectron wind
intengties, the normalized interconnect with: W = 5.0
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Figure 4.2.2.7: Void detachment process for different normalized eectron wind
intengties; the normaized interconnect with: W = 7.5
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The profound effect of the dectron wind intendties ¢ on the shepe evolution
dynamics is obsaved in thin film duminum interconnects The rdationship
between the void detachment normdized time and the dectron wind intendty is
presented very sydemdtic fashion in figure 4.22.8 for different normdized

interconnect widths, intherange of 1.4t0 7.5.
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Figure 4.2.2.8: Void detachment normdized time vs dectron wind intengty graph
for different normalized interconnect widths.

As can be seen immediatdly from the double logarithmic grgphs in figure 42.2.8
that dl those expeaimentd points for a given normdized line width lie down on a
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draght line and the following generd rddionship between the void detachment

normealized time and the eectron wind intensity may be written directly:

fyW,c) =i(w)c ™ (4.2.2.1)

in order to find the normdized interconnect width, W, dependence of the intercept
i(w) and the dope s(w) in Eq. (4.2.2.1), for eech W, i(w) and s(w) were found
by usng a leest square data fitting method. And the rdlevant data can be seen in

figure 4.2.2.9 and 4.2.2.10 for the intercept and the dope respectively.

Intercept

0571

0 1 2 3 4 5 & 7 2
Normalized Interconnect Width

Figure 4.2.2.9: Intercept vs. normaized interconnect widkth.

From the daa points, given in figure 4.229, the following rdationship, whose
grgph can adso be seen in the figure as the solid ling, is found for the W dependence

of the intercept;
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Figure 4.2.2.10: Sopevs. normdized interconnect width.

Smilarly, from the daa points given in figure 4.2.2.10, the following reationship,

whose grgph can dso be seen in the figure as the solid ling, is found for he W

dependence of the dope;
ae 1 0
S(w) =- 1.155§1- mm— (4.22.3)
(W+05)° 5

By goplying the inverse scading procedures utilizing the normdized parameters that
are given in Chapter 24 to our andyticd findings deduced from Fg. 4.2211, one

can eadly find the following eguation for the void-grain boundary detachment time:
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kTI’O 44+2s(W, 1)

DS hS (gS WS )1+S(W’r0)

ty =i(Wr,) (ezr j)*(") (sec)) (4224

In this mode it is assumed that the interconnect falure takes place a the cathode
end of the line by the accumulaion of the voids, whch ae initidly trgoped or
nuclegted a the grain boundaries, under the action of the gpplied dectromigration

forces. Figure 4.2.2.11 shows the representation of such a failure mechanism.

| p p ! :
S Chip Devices Bamboo Interconnect Lines Chip Devices g
- i $ [
b) ; ;
Cathode Failure

Figure 4.2.2.11: Cahode pad falure mechanism by loosing the eectrica contact at

the cathode. @) Interconnect with initidly nucleated voids b) Failed interconnect.

In Eq. (4224), i(w,ry)and s(w,r,) ae given by the present choice of wetting
parameter, which is equd to | =0.165, and it is found that this parameter is
sengtive to the wetting parameter, therefore the given formulas is in progress for

only auminum interconnects.
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These gmuldion findings may be utilized even more effectively if one collaborates
them, as a fird order gpproximation with the andyticd theory of Ho (1970) for a
dreular void in an infinite conductor, which gives the Steady-date veocity by the

rationship;

y=2WsMseZr j (4.2.2.5)

o

Therefore, the mean flight time for a void between two successive bamboo gran

boundaries may be esimated as
tai :f—nggr"kT(lej)'l(sec) (4.2.26)
flight v ZDS VE : ol

where / 4 isthe meen distance between bamboo grain boundaries or the grain size.
Snce the detachment and the flight conditute two series or consecutive unit
operations before the falure to occur, the effective cathode-pad falure time (CPFT)

associated with avoid initidly nucleated a the nbth bamboo grain is given by;

te =nylty +taigh]

é 4+2s5(W,rp) U
a(w,r,) Ko (ezrj)sho) g
8 D h, (gg W JHs(vro) Y
“Nog rkTs s Vs sec) 4.227)
& 9% (ezrj)? G
g 2D hg H
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Since generdly in the literature the unit of MTTF is given by hours it is convenient

to writethe Eq. (4.2.2.7) in terms of hours:

¢ QT2
a(w,ro) 0 (ezrj)5"5)
N 6 D, h (g WL YEs(wrg) G
t = < s's (s Vs gors) (4.2.2.8)
3600 & L gloKT 1 a
-+ (ezr)) -
8 2Dshs H

where ny, is the mean number of bamboo grain boundaries that void is crossng

beforeit contributes to the fatd breakdown at the cathode pad.

By usng CPFT expresson given by Eq. (4.228), it is possble to find the upper
and lower boundaries of lifetime for such a falure process. In order to cdculate
these mentioned boundaries for the posshble falure times for interconnects with
bamboo or even near-bamboo sructures it is needed to know that the vaue of
threshold or critica void size for detrgpping. For a given system parameters there is
a threshold vaue for the void sze only aove which the voids detraps from the

grain boundary and below which the voids are Sationary at the grain boundaries.

In oder to find this mentioned threshold vaue the necessay smuldion
experiments were carried out and the relevant deta is presented in figure 4.2.2.12, in
which the solid line is obtained by gpplying a bes-fit procedure to the smulation

data
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Figure 4.2.2.12: Hectron wind intengty threshold vaue for the void detachment

process vs. normdized interconnectswidth.

The obtaned formula for the dectron wind intendty threshold for the void

detachment from the experimenta pointsis given by:

c(w)=153%- 29 (4229
e W g

Smilaly, by applying the inverse normdization procedure to Eq. (4.229), the

criticd radius for void detachment is found as a function of interconnect width and

the gpplied current dendty and it is given by:

2.3 7 ('j- 1/2
o4l 2 (4.2.2.10)

I W,' = S
crt( J) gﬁ 1-5395Wsd
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In figure 4.22.13, the grgph of criticdl void dze for the detachment vs gpplied

aurrent dengity for different interconnect widths can be seen.
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Figure 4.2.2.13: Criticd void dze for the detachment vs. gpplied current
dengty for different interconnect widths.

The upper bond cathode falure time (UBCFT) can be estimated by assuming that
the gran boundary in the neghborhood of the anode may dso contribute to the
CPFT phenomenon by dismissng only one void, which is the largest in dze to
move or detach from the grain boundary to bresk down the eectricd contact a the

cathode pad From Eq. (4.2.2.10) this void Sze, which may be cdled as rpg, Can

be cdculated and given by the following expression:

w

Mmax (W) = % rr(}[rCrt (w, j)] = s (4.2211)
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The upper vdue of n,, which now may be used in Eq. (4.2.2.8) can be estimated
by knowing the location of the gran boundary Stuated jugt next to the anode ped,

namely, ny, :EL- 1 where L is the interconnect length. The subditution of these
g

vadues of n, ad rpna in Eq (4228 immediatey reveds the expresson for
UBCFT as:

kTI’O 442 S(W, Fay )

u
lej S(Wilmax ) -
ooty fo v T

L ¢
T 18 W, M)

uBcrFT =—2 ¢ s Uhrs) @22.12)
& 91T (e )t G
g 2Ds hs g

Smilaly the lower bond cathode falure time (LBCFT) can be formulated by the
folowing agument. The connection presented by Eg (4.22.8 immedady
indicates that an interior void tha is nucleasted or trgoped a the gran boundary
having a radius just a the onsat of the threshold levd for the detrgpping to occur is
more detrimentd for the catastrophic falure of interconnects a the cathode pads
compared to any other larger interior voids Consequently the lower bond for the
cathode failure time (LBCFT) for interconnects with bamboo or even near-bamboo
dructures may be cdculated by condgdeing only those voids having threshold or

critical size for detrgoping. The subdtitution of r.,, which is given by the Eq.

(42210), into Eq. (4.2.2.8 for the vdue of r, and by taking ny, =1, one obtans

the following expression for LBCFT after some trivid manipulations
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Snce in the literature only the median time to falure (MTTF) or the time for the
50% failure are reported, one may add some raw datigtics into Eq. (4.2.2.8) by
taking into account the fact that each grain boundary is a potentid dte for the
nuclestion and growth of a void having citicd Sze Then only those gran
boundaries, which are Stuated a the mid podtions of the sampling interconnects
and gecting voids with criticd size will be manly respongble in contributing to the
measured vaues of MTTF assuming tha the test specimens are equaly partitioned

by the bamboo grans Hence, one may have the following trivid expresson for

MTTF, which can be deduced from Eq. (4.2.2.8) by taking the n, = i :
g

I _ \kT(rcrt (w, j))4+23(ercrt(W:j)).[:]
.I.I(W’ Fert (W, J); ) i
! Ds fg (gs W Hort W 1))

| ezrj)reatw) y(hrs) (422.14)

y
72001g .
Ig rcrt (‘M J)kT (lej )-1 :
2D hg T

p

i
i
T+
i
|
In order to test the prediction power of these formulas, they are tested with the
experimenta findings in the literature in terms of MTTF and temperature or current
dengty. Initidly, the temperature effect on the MTTF were investigated where the
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duminum interconnect te maerids chosen for this representation have the

dructurd parameters tabulated in table 4.2.2.1, as deduced from the experimentd

gudies performed by Black (1969) in near-bamboo, Schreiber and Grabe (1981) in

polycryddline and Lytle and Oates (1992) in bamboo duminum lines.

Table 4.2.2.1: Aluminum structural parameters used in the experimentd literature.

Structural Black Schreiber and Lytle and
Parameters (1969) Grabe(1981) Oates
(1992)
2w () 15 10 125
L () 1372 800 6100
lg(m) 8 15 12
j (MAcni ) 075 1 3
T(°K) 400-550 425525 460-550
LineT Near- i
e lype Bamboo Polycrysdline Bamboo

Table 4.2.2.2: Aluminum parameters, used in the experimenta literature and the

necessary universal congtants.

Aluminum Parameters

Universal Constants
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Zn 8 © 16x0°°C

A 274108 ohm: m k 1.3840° % J /atom- °K
W o 166x10°% m 3

M a 28630 0 r

Os A 0.98 J >m’2
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The vdue of effective charge, Z,, given in Table 4222, gves the most

condgent anadlyss of the data concerning the current and temperaiure dependence

of experimentaly observed MTTF vaues reported in the literature.

In figure 42214 the expaimentd median time to falure versus inverse
temperaiure data on the duminum interconnect with bamboo or near-bamboo
microgtructures, which are reported by three different authors are presented as a

semilogarithmic plot in connection with the best matching MTTF and/or LBCFT

curves.
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Figure 4.2.2.14: Cahodefalure time vs. inverse temperature.
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The experimenta findings by Black (1969) for large cryddlites and Lytle and
Oates (1981) for the no-voids specimens are andyzed by MTTF curve fittings,

which resulted a new sat of diffuson coefficients for the void and/or the technica

suface aomic migraion such as D =2.0x0 %e %34V/KT (2 sec'l)  and

D =1.0x02e *%V /KT (2 sec1), respectively. Test specimens used by these
authors have the median line width versus grain sze retios of about 2w/ly=19 and

1.0, respectivdly, which are dso tested at different current densties The SEM
micrographs shows that void responsble for the line falure is nucdleaied a the
Al/SO; interface, and most probably a the triple junction between the intersecting
grain boundary and the technica surface. This dso explains why one has obtained
high activation enthdpies for these specimens. Because of the contamination of the
void surface by oxygen and dlicon a@omic species during the nuclestion dage, a
new set of trap centers for the vacancies are crested there, which inhibits ther
motion by contributing an extra binding energies to the activation enthdpy of
motion, and in addition it may cause subdatia decrease in their concentration as

well.

The mog interesting dtuation in figure 42214 aises in the andyss of the data
presented by Schrelber and Grabe (1981) in terms of LBCFT formula utilizing the
microgructure information given by these athors which indicates that the line
width versus gran dze ratio is about equa to 4. In this case, namdy for the
polycrysdline materids LBCFT formula developed above results a best fit by
employing a diffuson coefficient for the void suface mess trander as

Dy =1.5X0 6e 062&V/KT (12 5oy | which is in agreement with the mono-
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vacancy diffuson coefficient in duminum reported by Seeger and Mehrer (1969),
namdy D, (Al)=3.7:0 8e ®62&V/KT (2 gec™y. This finding srongly supports
the fact that the specimens tested by Schreiber and Grabe (1981) are super saturated
by monovecancies, which ae crested by the didocation dimb during the

relaxation of the (tensle) hydrogtatic thermd stresses caused by rigid encgpsulation

and /or due the gtiff substrate attachment procedure.

After temperature test, the effect of current density on the MTTF are tested with the
experimentd  findings in the literature, where the auminum interconnect test
materials chosen for this representation have the structurd parameters tabulated in
table 4.22.3, as deduced from the experimentd Sudies performed by Black (1969)
and Schrelber and Grabe (1981) in bamboo aduminum lines and Lytle and Oates

(1992) in bi-crygd duminum lines.

Table4.2.2.3: Aluminum structural parameters used in the experimental literature.

Structural | Kinsborn | Cho and Thompson | Longworth and Thompson
Parameters | (1980) (1989) (1992)
2w (1) 1 2.2 2
L(rr) 250 100 1000
Lq(rr) 10 3 500
i (MAcmi 2) 2.0 1.2 25
T(°K) 473 548 523
LineType | Bamboo Bamboo Bi-crysta
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In figure 4.2.2.15, the data, obtained from the works of these mentioned authors, are
plotted by utilizing Egs (4221213 and 14) on a double logarithmic scde as a
function of applied current dengty. In this plot in order to obtain a better view the
vaue of cathode falure times ae multiplied with 10 and 100 for the data of

Kinsborn (1980) and of Longworth and Thompson (1992) respectively.

107 ' '
# Longworth and Thompson (1%92)

# Kinsborn (1980)
® Cho and Thompson (198%)

106

10° |

104
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Applied Current Density (A/cm?)

Figure 4.2.2.15. Cahode falure time vs gpplied current dendty (Solid lines

UBCFT, dotted lines: MTTF, dashed lines: LBCFT, dad-deshed line LGM CFT).

In the computer Smulation plots reproduced in this figure, the void surface

diffuson coefficient Dy and the effective value of Z ae chosen according to that
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findings by reevauatiing the experimentd MTTF versus temperature data presented

infigure 42214 & Dy =1.5x10 % *6%V/KT(m2sec™!) and Z =8 respectively.

As can be seen immediatdy from the plots presented in figure 4.2.2.15 that one has
with an exception of bi-crystd excdlent agreements between the theory and the
experimenta results, which are sdected from three different |aboratories that are

utilizing completely different microdructures, current dendties and temperatures.
For bamboo and near-bamboo sructures the correation between theoreticd and
experiment  MTTF values are dmost pefect. In the case of bicrydds
experimentd points lie a the mid of the upper bond and lover bond curves in the
logarithmic scde. By the way for bicrystds MTTF formula given by Eq. @.22.14)
is exactly equivdent to the expresson for LBCFT formula given by Eq. @.2.2.13).
Therefore a priory one may use the logarithmic mean vaue of LBCFT and UBCFT
expressons, which is denoted as LGMCFT, as plotted in figure 42215 this line
yidds better prediction than MTTF expresson. Unfortunately, the published
experimentd obsarvations in the literature have performed on those test specimens,

which are not characterized sufficiently as far as the microstructures are concerned.

As can be seen from figure 4.2.2.15 that both median times to falure reported by
above cited athors (Longworth and Thompson, 1992) for S13[100] and
(115)/(100) bi-crysds are in agreement with our prediction utilizing LGMCFT
formulation. However, it seems that this agreement is fictitious because the

gopearance and location of falure dtes obsarved by Longworth and Thompson
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(1992) indicate that the falure mechanism is likey to involve an accderated gran

boundary grooving induced by dectromigration.

Experimenta current dengity exponent reported for polycrysdline duminum in the
literature (Chang and Thompson, 1997; Arzt et al., 1996) shows rather a wide range
of vaues |n|=1to 6 depending upon the dloying dements, the microstructure, the
processng and sarvice conditions, and the method of data andyds According to
Chang and Thompson (1997) and Arzt et al. (1996) the current-dendty dependence
of the MTTF of a single-crystd Al conductor line reveds that the exponent n is
closer to - 2 rather than - 1 and the activation enthdpy of the process is about
1.0eV. The vadue of the current exponent urged them to speculae that the
nudedion of void is the rae controlling dep raher than the void motion and
growth in thar expeimentad dudies In order to explan the activation enthdpy in
this magnitude, which does not coincide with any known drift-diffuson peths, these
authors made further conjecture that the drift-diffuson path goes through the
interfacid layer between Al and Al,O,. However, Schreiber (1981) clearly states
that up to now no one has even measured the dectromigraion kinetics a the
technica surfaces such as (Al - Al,O;) interface. Because of the fact tha the
exigence of the strong covdent bond between chemicd species such as duminum
and oxygen a that inteface reduces dradticdly not only the dectricd conduction
but dso the aomic hopping motion thraugh the vacancy exchange mechanism
which rdies on the bound bresking and bending during the vacancy formation and

displacement, respectively.
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The careful measurements by Schefft et al. (1985) on Al lines covered with SO,
passivaion layers reveded the effect of heating on n and by knowing the
temperature increase of the line they were able to subtract its contribution from the
measured MTTF are obtained n=-15. Liu et al. (2001) obtaned exactly same
current exponent n for the void growth rate, which is propagating dong the gran
boundary, in interconnects with an dectricd current. Smilaly Suo et al. (1994)
and Klinger et al. (1966) found that the dit propagaion speed is proportiond to

EJ?, which yidds an equivdent current exponent snce MTTF is inversdy

connected to the propagation velocity.

For the complete interconnect failure process, a vdue of n=-2 as a current
exponent was introduced by Black (1969) based on the assumption that the
momentum trandfer from dectrons to Al atoms is proportiona to the Al flux and
the drift velocity of dectrons. This is in contradiction to the common aomidtic
description of eectron transport (Wever, 1973). A more rigorous derivation of
n=-2 by Shazkes and Lloyd (1986) and Kirchheim and Kaeber (1991) relies on
the assumption that the time necessxry for the atainment of a supersaturation of
vacancies in semi-infinite Al line is equad to the median time to falure, MTTF.
Kirchheim and Kaeber (1991) dso obsarved that if the MTTF vadues are plotted
with respect to the current density, j, indead of the reduced current dendty
(j- i) one would get the Sope aout n=-15 in double logarithmic scde All
these modd cdculations inherently assume that the interconnect falure tekes place
a the cahode pad (or stud) by the accumulation or cregtion of voids in that region.

Therefore, the failure mechanisms associated with the dit or wedge shape defects
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formetion by growing inter or edge voids while they are procesding dong the
interconnect are completely ignored by these authors (Black, 1969; Shatzkes and

Lloyd, 1986; Kirchheim and Kaeber, 1991).

The MTTF concept developed in this sudy was aso usad for the determingtion of
current exponent. In order to do that the structurd parameters tabulated in table
4223 were used. In figure 4.2.2.16 the MTTF vs gpplied current dendty graph
can be seen for a wider range of applied current dendty and without any

multiplication as done in figure 4.2.2.15.
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Figure4.2.2.16: MTTF vs goplied current density.
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Figure 42216 shows dealy that the apparent current exponent is given by
nNc-3/2 and n=-1 for low and high current densty domains respectively,
having a smocth trangtion point, which is drictly depending upon the gran sze
The large grain Sze prefers to have a lower current dengty trangtion point than the

gmdl grain Sze materias.

As far as the current dendty dependence is concerned the MTTF rdationship,
which can be directly applicable to the pre-exiding (the dress induced voids) over-
criticd dze voids indicates that there may be two different regimes exis namely
low current dendty region and high current dendty region. The firs regime is
governed by the firg term of Eq. (4.2.214), namdy detachment term, and the
second regime is controlled by the second term of Eq. (4.2.2.14), which is noting

but the mean flight time of a void before it reaches the cathode pad or stud.

Smilarly, according to figure 4.2.2.15, the curves, which represent the UBCFT for
the sdected, interconnect system parameters clearly indicate that the difference
between LBCFT and UBCFT increases with the current dengty. The current
exponent is found to exactly n=-1, and UBCFT lines are in agreement with the
expaimentaly observed upper bond for the lognorma digtribution of falure times

with wide variety of microstructures.

According to the rdationship UBCFT, which is the only expresson presented

above that involves a linear line width 2w, dependence is not in accord with the

suggesion made by Arzt et al. (1996) for the bamboo Sructures. They found that,
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as W, is decreased, median time to falure MTTF decreases to a minimum and then
increases continuoudy having a turning point a aout 2w,/ /¢, @2. Actudly Arzt

et al. (1996) cealy daed that when gran sze and line width are comparable, a
‘ner bamboo’ dructure results with strong flux divergences @ the ends of the
polycrysdline segments. Therefore, one may speculate that the region sudied by
Cho and Thompson (1989) where the grain Sze is less then the line width should be
conddered as polycryddline materid rather than the smple bamboo dructure as
suggested by Arzt et al. (1996). Eq. (4.2.2.14) is dso clealy reveds that the mean
lifetime is directly proportiond with the interconnect line length or the studto-sud

distance.
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CONCLUSIONS

A completdy normdized and scaded partid differentid equation obtained by using
ireversble thermodynamic trestment of morphological evolution of curved void
aurface layer, interacting with the gran boundaries a the presence of
eectromigratiorrinduced forces. This phenomenologica treatment is very usgful
for the computer smulation studies of dectromigration phenomena in metdlic thin

film interconnects.

The computer experiments dearly indicate the importance of the surface diffuson
anisotropy for the open drcuit falures in interconnects by leading the premature

formaion of a dit or wedge shaped void dircuit configuration, and the further

enhancement of this deerioration due to void growth process caused by

supersaturated vacancies in the bulk matrix.

In order to increae the lifdime of the medlic interconnect thin films having

bamboo dructure one should choose the highest symmetry plane and the most

close:packed direction, such as {111} (170) in fcc metas and alloys as a texture.

The normdized falure time t; indicates that for a given dectromigraion force

intengty; the surface diffusvity should be kept as sl as possble In the case of
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anisotropic surface  diffugivity, this requirement can be achieved by proper texture
section as desribed dove. Another posshility may be to use certan doping
dements that preferentialy segregate a void interface and having high afinity to

trgp mobile vacandies in so doing hinder their hopping motion.

The normaized growth rate parameter (M vwD9yp) should dso be kept as smdl as
posshble. In order to give an idea for the importance of this parameter, duminum

interconnect materia  properties are utilized, and it is found that M DGy, = - 1

correspondsto 10" *m? / hour in the rate of void area increase a room temperature,
which is factor of three smdler than the vaue being employed in the work of Kraft
and Arzt (1997) in ther computer Smulaion dudies where dectron intengty
parameter is aout ¢ =1. The achievement of this second condition is more
complicated because it may depend on many factors through generdized mobility
as wel as the Gibbs free energy of transformation. Since Dg,;, is a normdlized
quantity, this second requirement can be partidly achieved by increesng the surface
soecific Gibbs free enargy by doping with ceatan dloying dements that prefers
segregation et free surfaces (Ogurtani, 1975; 1979). In addition, Dg,,, £0 relies on
the vacancy supersaturation at the bulk region. Any trapping dtes for vacancies
auch as dloying dements having large hydrogatic dran  fidd, T > 0,
(compresson) may be very effective to hinder the growth process. Smilarly, nano-
sze findy digpersed second phase paticles and/or indusons, which are generaing
large hydrodtatic dtress fidds Trs >>0 will be vey poweful agents to inhibit

growth phenomenon, because they do not only trgp the vacandes (Dgy, =0), but

186



adso create bariers (I\7lvb =0) for the motion of the interface between void and

bulk phese.

It may be dso dated that the mogt important stage in the development of the void,
which cause damage is the heterogeneous nuclegtion of vacancy clusters to form
void embryos just a the inteface between subgrate (and/or passivation layer) and
the intercomect marix. The rate of occurrence of this event could definitdy be
controlled by sdecting those subdrate materias having very high surface specific
Gibbs free energies compared to the specific Gibbs free energy associated with the

interface between substrate and the interconnect.

The present computer Smulation sudies have resulted certain fundamenta and
andyticad connections concerning the void-grain boundary detachment time and the
threshold level of the normdized dectron wind intensty a the on st of the
detrapping process. These expressons are combined together to produce three
important and technologicaly useful rdationships in the evduaion of the mean
time to falure or the upper and lower bonds for the life time of an interconnect n
tems of the applied current dendty, surface diffusvity, and the dructurd
parameters such as grain sze, line width and the interconnect stud to stud length.
Even though these expressons obtained for an isotropic bamboo gructure they dill
give excdlent prediction of MTTF not only for the near-bamboo sructures but dso
for the polycrysdline or bi-crygdline interconnects as can be eeslly anticipated

from figure 4.2.2.15.
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Unfortunatdly in generd, experimenta evidence (Chang and Thompson, 1997);
Arzt & d. 1996, Seeger and Mehrer, 1969) indicaes tha the heterogeneous
nucegtion of voids a the specimen edges decorated by triple junctions is
predominant mechanisms in polycyddline materids (bamboo or near bamboo
Sructures), the rate of which is few ordes of magnitude higher than the
homogenous nuclegtion of interior voids Therefore one should try to inhibit
heterogeneous nuclegtion a the technicd gspecimen surfaces by  introducing
compresson dreses utilizing specid coating materid and thermo  mechanical

treatments.

This modd, however 4ill does not teke into account explicitly the incubaion time
for the homogeneous nudlegtion of interior voids by assuming a priory that the rate
controlling unit processes are the void detachment from the grain boundaries and its
migration kinetics between two successve boundaries. Therefore, if one could
suppress the heterogeneous nudegtion of the edge voids a the triple junction thet is
the intersection point between bamboo grain boundary and the technicd surface of
the interconnect, then subgtantiad improvement in the interconnect life time may be
redized. One way of achieving this objective is to produce some kind of hot
outtered coding layer on the cold interconnect subdtrate that should generate
resdud compressive dresses a the technical surfaces a the device operating
temperature. By this way it is possble to inhibit vacancy dudtering and eventualy
void nuclegtion a the specimen edges and triple junctions. One order of magnitude
enhancement obtained by Arzt et al. (1996) in Al-Si-Cu interconnects by utilizing
hot sputtering conditions rather then the cold sputtering judifies this Speculaion

that the compressve dresses a the technicd surface are very important agent to
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inhibit the heterogeneous nudeation and thereby to improve the sarvice life of the

interconnects.

The present theory may be very useful to obtain the full knowledge of the surface
diffusvities by furnishing not only the activation enthalpies but aso the diffuson
condant denoted by D, in the literaure. Anadyds of the numerous experimenta
data cited in this thess (Black, 1969; Cho and Thompson, 1989; Longworth and
Thompson, 1992; Lytle and Oates, 1992, Schrelber and Grabe, 1981; Kishron,

1980) gives very condslent and highly accurate vaues for diffuson congant and

the enthdpy namdy: D, =1540°m?/sec and Q =0.62¢V . These values are very
cloe to those reported by Seeger and Mehrer (1969) for mono-vacancies in
duminum. Therefore the present smulation studies strongly reved the fact that the
inner void dictated falure mechaniams is soldy controlled by the ahermd mono-
vacancy diffuson dong the void interface, which means that there is a substantiad
vacancy sdauration in those tet specimens reported above cited references.
Smilaly, in those interconnect specimen where the falure occurs by voids
nuclested a the technica surfaces or edges the falure kingtics has completely

different drift-diffuson perameters, and in the case of duminum can be given as

Ds =2.0x10 2l 084V) 2 j gec,

Asafind point, the followings are the future recommendations:

As discused in this thess, Gibbs free energy enters into the formulation, which is

in generd not condant, but rather a function of space and time due to any possble
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compogtiond variations a the reaction front during the void evolution
phenomenon. Therefore, the exact solution of the growth problem dill involves the
complete numericd solution of the time dependent diffuson equation with drift
(convective) term, and coupled to pseudo-datic dectric fidd by utilizing proper

boundary and initid conditions

The red chdlenging problem in the repertoire is the smulaion of Blech Effect
concurrently occurring with void evolution dynamics in those interconnects, which
ae supported or encgpsulated by the giff insulating materids causing extremely
high sresses (tendon and/or compression) during the unavoidable process and

operation oriented thermal cycling treatment.
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APPENDI X-A

DEFINITIONS OF THE INPUT PARAMETERS

ro: theinitid void radius

e void exantricity

shape: void shape parameter

deltat: initid time interval

t: initid loop number

nl: find loop number

epsmin: minimum segment length used in the remeshing process

epsmax: maximum segment length used in the remeshing process

ksi: normelized eectron wind intensty

time: red time

mint: integration segment number (odd)

d: interconnect length

SW: interconnect width

mdiv: number of divison

vdl: void segment length coefficient

dm: mean ssgment lenght

delta: grain boundary thickness

omega: aomicvolume

gbl: node number or the location of the first grain boundary

dihedrall:  equilibrium dihedrd angle between the firg grain boundary and the
vad



lamdal:
tatl:
mfold1:
adifl:
tangl:
gb2:

dihedral 2:

lamda2:
tat2:
mfold2:
adif2:
tang2:
mgb:
tmgb:
mdrift:
mobility:

eta:

wetting parameter for the first grain boundary

firg grain boundary tilt angle

haf-fold number for thefirgt grain

anisotropy intengity for thefirst grain

texture tilt angle for the firgt grain

node number or the location of the second grain boundary
equilibrium dihedrd angle between the second grain boundary and
the void

wetting parameter for the second grain boundary

second grain boundary tilt angle

half-fold number for the second grain

anisotropy intengity for the second grain

texture tilt angle for the second grain

grain boundary longitudina mohility

grain boundary transverse mobility

gran boundary drift mobility

normdlized bulk mohility coefficient

normalized bulk gibls free energy
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APPENDIX-B

LIST OF COMPUTER PROGRAM

[/ *El ectrom gration*/

#i ncl ude "p2c/p2c.h"
#i ncl ude <stdlib. h>

typedef double arr1[701];
typedef double arr2[3][701];
typedef double arr3[701][701];

Static arrl xi, X, y, dx, s, teta, alfa_, kapkap, beta, v, psi,
diff, dteta, ekap, fieldi, fieldii, fieldt, fieldtn,
drij, mij, mu, c, fieldif, fieldiif, ulas, bre, cre,
fx, fy, delu, rrq, rrqgl, rrkq, kz, sk, gbnl, gbn2,
gbnlt, gbn2t, vect, aefield,;

Static arr2 r, delr, anti, ru, rl, rit, no, Iln, rj, rij, rm
rnrot, rs, nc, rc, rcijo, rcij, rcv, noc, rcw, trac;

Static arr3 tt, ttt, tut;

Static |ong k, m nl, npow, ms, t, finstep, ka, kki, kkj, mint,
mdi v, stackno, nm nv, gbl, gb2;

Static double pi, ds, ro, e, rnax, rmn, control, newdata, gbdata,
deltat, epstime, ww, sl, sw, tinme, shape, ao, are,
brea, crea, xc, yc, epsnmin, epsmax, sigmm, ksi, dm
delta, sav, vsl, nmobility, eta, mdrift, eep, es, dxx,
dot, ddot, omega, dotp, vmex, ngb, tngb, tal, ta2,
tatl, tat2, gbrl, gbr2, gbl1, gbl2, dihedrall,

di hedr al 2, | andal, |anda2, tangl, tang2, adif1l,
adif2, ttal, tta2, nfoldl, nfold2, vtransl, vtrans2,
fieldupl, fieldup2, fielddownl, fielddown2,
fieldleftl, fieldleft2, fieldrightl, fieldright2,
fieldgbl, fieldgb2, curve, sign, vmneq;

Static FILE *f, *g;

Static Char sy[256];



/*auxiliary functions and procedures*/

/*this function deternmines the record tinme steps*/

Static long tiner(m e)

long m e;
{
I ong ki, powa;
powa = 1;
if (e !=0)
for (ki =1; ki <= e; Kki++)
powa *= m
}
return powa;
}

[*this function finds the dot product of two vectors*/

Static double dotpro(a0, al, a2, b0, bl, b2)
doubl e a0, al, a2, b0, bl, b2;

{
return (a0 * b0 + al * bl + a2 * b2);

}

/*this function finds the vector product of two vectors*/

Static Void vectorpro(a0, al, a2, b0, bl, b2)
doubl e a0, al, a2, b0, bl, b2;

vect[0] = al * b2 - a2 * bi;
vect[1l] = a2 * b0 - a0 * b2;
vect[2] = a0 * bl - al * bO;

}

/*this function finds the magni tude of the vectors*/

Static double magnitude(a, b, c)
double a, b, c;
{

return sqrt(a * a +b * b +c * c);

}

[*this function finds the arcsin(teta)"*/

Static double arcsin_(okst)
doubl e okst;
{
doubl e arcs, sens;
sens = 0.0000000001;
if (okst > 1 - sens)
arcs = pi | 2;
else if (okst < sens - 1)
arcs = pi [/ -2;
else if (okst < sens)

if (okst > -sens)
arcs = 0.0;
el se



arcs = atan(1 / sqgrt(1 / (okst * okst) - 1));
}
el se

arcs = atan(1 / sqrt(1l / (okst * okst) - 1));
if (okst < 0)

arcs = -arcs;
return arcs;

}

/*this function finds the angle between two vectors*/

Static doubl e angl e(a0, al, a2, b0, bl, b2)

doubl e a0, al, a2, b0, bl, b2;
{

doubl e angl es, dd;

dotp = dotpro(a0l, al, a2, b0, bl, b2);

dd = nmagni tude(a0, al, a2) * nmagnitude(b0, bl, b2);
angles = arcsin_((a0 * bl - al * b0) / dd);

if (dotp <= 0)

angl es = pi - angl es;
if (angles > pi)
angles -= 2 * pi;

if (angles < 0)
angles = 2 * pi + angles;
return angl es;

}

/*this function finds the void area*/

Static double area(k, r)
| ong k;
double (*r)[701];

I ong ki;
doubl e areas;
areas = 0.0;
for (ki = 0; ki <=k - 2; ki++)
areas += (r[O]J[ki] * r[2][ki + 1] - r[2][ki] * r[O][ki + 1]) /
2;
areas += (r[O][k - 1] * r[1][0O] - r[1][k - 1] * r[O]J[O]) [/ 2;

return areas;

}

/*production of a anticlockw se rotation matrix*/

Static Void antirotma(w)

doubl e w;

{

anti[0][0] = cos(w);
anti[0][1] = -sin(w);
anti[0][2] = 0.0;
anti[1][0] = sin(w);
anti[1][1] = cos(w);
anti[1][2] = 0.0;
anti[2][0] = 0.0;
anti[2][1] = 0.0;
anti[2][2] = 1.0;

}



/*Gauss Jordan elimnation nmethod in the solution of sinulataneous
set equations au=b*/

Static Void trian(colon, tek, cift_)
| ong col on;

doubl e *tek;

double (*cift_)[701];

{

arr3 cift;

long ki, kj, kk, de;

doubl e tot, bol, max;

arr3 trio;

arrl ddd;

for (ki = 0; ki <= colon; Kki++)
cift[ki][colon + 1] = tek[ki];

for (ki = 0; ki <= colon; ki++)

{

max = fabs(cift[ki][ki]);

de = ki;

for (kk = ki; kk <= colon; kk++)

if (max < fabs(cift[kk][ki]))
{

max = cift[kk][ki];

de = Kki;

}

}
if (de !'= ki)

for (kk = 0; kk <= colon + 1; kk++)

{
ddd[ kk] = cift[ki][kk];
ci ft[ki][kK] cift[de] [kK];
ci ft[de][kk] ddd[ kk] ;
}
}
bol = cift[ki][kil;
for (kj = 0; kj <= colon + 1; Kkj++)
cift[ki]J[kj] /= bol;
for (kk = ki; kk <= colon; kk++)

{
if (kk !'= ki)
for (kj = 0; kj <= colon + 1; kj++)
trio[ki]J[kj] =cift[ki]l[kj] * cift[kk][ki];
for (kj = 0; kj <= colon + 1; Kkj++)
cift[kk][kj]l -=trio[ki][kj];
}
}
ulas[colon] = cift[colon][colon + 1];
for (ki = 1; ki <= colon; ki++)
{
tot = 0.0;
for (kj = 1; kj <= ki; kj++)
tot += ulas[colon - kj + 1] * cift[colon - ki][colon - kj + 1];
ulas[colon - ki] = cift[colon - ki]J[colon + 1] - tot;
}

}



/*main procedures*/

/*this procedure generates the upper and |ower part of the strip*/
Static Void ul part()
I ong ki ;
for (kI = 0; kl <= ndiv*2; Kkl++)
{
ruf[O][klI] = (kI - mdiv) * sl / mdiv;
ruf1][kI] = sw;
ru[2][kl] = 0.0;
ri[Ol[kl] = (kI - mdiv) * sl / mdiv;
rif1][kl] = -sw
rif2][kl] = 0.0;
}
}

/*in this programro should be always chosen as equa

to unity

which is sinply the nean radius of a equivalent circular void

havi ng the sanme area*/

/*this procedure genarates the shape of the void*/

Static Void void_ ()

{
long kj, KkI;
doubl e TEMP
xi[0] = 0.0;
kj = 0;
es = ds;

eep = ds * exp(-6 *
while (es > eep)

1 0g(10.0));

{
while (xi[kj] < pi)
{

x[kj] =ro * sqgrt(1 + e * e) * cos(xi[kj])
* Xi[kjl);

y[kj] =ro * sgrt(1 + e * e) * sin(xi[kj])
“ xi[kjl);

TEMP = -ro * sqrt(1 + e * e)
sin(shape * xi[kj]);

dx[ kj ] TEMP * TEMP

TEMP = ro * sqrt(l + e * e)
cos(shape * xi[kj]);

* sin(xi[kj])

* cos(xi[kj])

dx[kj] = ds / sqgrt(dx[kj] + TEMP * TEMP);
xi[kj + 1] = xi[kj] + dx[kj];
kj ++;

}

m=kj - 1;

dxx = pi - xi[n];

TEMP = -ro * sqrt(1 + e * e)
sin(shape * xi[kj]);

es TEMP * TEMP

TEMP = ro * sqrt(1 + e * e)
cos(shape * xi[kj]);

* sin(xi[kj])

* cos(xi[kj]) -

es = dxx * sqrt(es + TEWP * TEMWP);
ds +=es / (m+ 2);

ki = 0;
}

+ ro * e * cos(shape
- ro * e * sin(shape

- shape * ro * e *

- shape * ro * e *

- shape * ro * e *

shape * ro * e *



for (kI = m+ 1; kIl < nm2; kl++)

{
x[kl] = x[m* 2 - kl];
ylkl] =-y[m* 2 - KklI];
}
x[mM =ro * sqrt(l1 + e * e) * cos(pi) +ro * e * cos(shape * pi);
y[m =ro * sqrt(1 + e * e) * sin(pi) - ro * e * sin(shape * pi);
ylm=* 2] = y[0];
X[m* 2] = x[0];
Kk =m* 2

}

/*this procedure generates 3-d vectors as position vectors and then
| oads them as columms on a node-position matri x denotes by

r(x,y,t)*/

Static Void rxyt()

{
I ong Kj;
for (kj = 0; kj < k; Kkj++)
{
ro][kj] = x[kj];
rla kil = yIkjl;
ri2l[kj] = 0.0;
}
}

[*this procedure combines the void and the strip*/

Static Void stack()

| ong Kl ;

for (kI = 0; kIl <= mdiv*2; kl++)

{
rit[O][kl] = ru[O][kIT;
rit[1][kl] = ru[1][kl];
rit[2][kl] = ru[2][kl];

}
for (kI = mdiv * 2 + 1; kl <= ndiv*4+1; Kl ++)
{

rI[0][kl - mdiv * 2 - 1];
rl[1][kl - mdiv * 2 - 1];
rI[2] [kl - mdiv * 2 - 1];

_:
—
—
=
—_
—
x

I n

}
for (kI = mdiv * 4 + 2; kIl <= ndiv*4+k+2; Kkl ++)
{

rit[O][klI] = r[O][kl - nmdiv * 4 - 2];
rit[1][kl] = r[2][kl - ndiv * 4 - 2];
rit[2][kl] = r[2][kl - ndiv * 4 - 2];

stackno = ndiv * 4 + k + 2;

}

/*this procedure calculates difference vectors between successive
position vectors and their nmagnitudes*/

Static Void delri()

{
long kj, ki;
for (ki = 0; ki < k; Kki++)
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if (ki == 0)

for (kj =0; kj <= 2; kj++)

delr[kjJ[ki] =r[kj][0] - r[Kkjl[k - 1];
élse
{
for (kj =0; kj <= 2; kj++)

delr[kjJ[ki] = r[kjJ[ki] - r[kj]J[ki - 1];
}

}
for (ki = 0; ki < k; ki++)
{

s[ki] = sqrt(delr[0][ki] * delr[O][ki] + delr[1][ki] *
delr[1][ki] + delr[2][ki] * delr[2][ki]);
}

}

/*this procedure cal cul ates the angle between the two successive 3-
d vectors and in given set of vectors. the range -p and +p*/

Static Void psir()

{

I ong ki ;

teta[k - 1] = angle(delr[O][k - 1], delr[1][k - 1], delr[2][k -
1], delr[0][O], delr[1][O], delr[2][0]);

for (ki = 0; ki <= k-2; Kki++)

teta[ki] = angle(delr[O][ki], delr[1][ki], delr[2][ki],

delr[O][ki + 1], delr[2][ki + 1], delr[2][ki +
1]);

}

/*This procedure calculates the diffusivities for polycrystal
i nterconnect |ines*/

Static Void ani sotropygb()

long ki;
doubl e TEMP;
for (ki = 0; ki < k; ki++)

dteta[ki] = angle(1.0, 0.0, 0.0, delr[O][ki], delr[1][ki],
delr[2][ki]);

if (ki <= gbl)

{

TEMP = cos(nfoldl * (dteta[ki] - ttal));

diff[ki] =1+ adifl * (TEMP * TEMP);

else if (ki <= gh2)

TEMP = cos(nfold2 * (dteta[ki] - tta2));
diff{ki] =1+ adif2 * (TEMP * TEMP);

}

else if (ki > gb2)

{

TEMP = cos(nfoldl * (dteta[ki] - ttal));
diff[ki] =1 + adifl * (TEMP * TEMP);

}
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}

/*This procedure calculates the diffusivities for single crystal
i nterconnect |ines*/

Static Void anisotropy()
{
I ong ki ;
doubl e TEMP
for (ki = 0; ki < k; ki++)

{
dteta[ki] = angle(1.0, 0.0, 0.0, delr[O][ki], delr[2][ki],
delr[2][ki]);
TEMP = cos(nfoldl * (dteta[ki] - ttal));
diff[ki] =1 + adifl1 * (TEMP * TEMP);
}
}

[*this procedure cal culates the I ocal curvature and the |local |ine

normal vector at any given node know ng the successive segnment
vector set*/

Static Void kappa()

{
long ki, kj;
for (ki = 0; ki < k; Kki++)
{
if (ki ==k - 1)
alfa_[ki] = atan(sin(teta[ki]) / (s[O0] / s[ki] +
cos(tetal[ki])));
el se

al fa_[ki] atan(sin(tetal[ki]) / (s[ki + 1] / s[ki] +
cos(tetal[ki])));
kapkap[ki] = 2 * sin(alfa_[ki]) / s[ki];
beta[ki] = (pi - 2 * alfa_[ki]) / 2;
antirotma(-beta[ki]);
for (kj =0; kj <= 2; Kkj++)
no[kj][ki] = anti[kj][0] * delr[O][ki] + anti[kj][1] *
delr[1][ki] + anti[kj][2] * delr[2][ki];
for (kj = 0; kj <= 2; kj++)
Iln[kj][ki] = no[kj][ki] / magnitude(no[O][ki], no[1][ki],
no[ 2] [ki]);
}
}

/*this procedure cal culates the normal unit vectors at the
centroids for the upper and |ower cut interfaces plus the void
Directions towards the interconnect material */

Static Void nocl()

{

long kj, ki;

for (kj = 0; kj < k; Kkj++)

{
nc[O][kj] = delr[1][kj] / s[kj];
nc[1][kj] = -(delr[O][kj] / s[kj]);
nc[2][kj] = 0.0;

}

for (ki = 0; ki < ndiv*2; ki++)



noc[ 0] [ ki ]
noc[ 1] [ ki ]
noc[ 2] [ ki ]
}
for (ki = nmdiv * 2; ki < ndiv*4; ki++)

oo
.
TR
o=

noc[ 0] [ ki ]
noc[ 1] [ ki ]
noc[ 2] [ ki]

l

nonou
©ero
eee

| ;
for (kj = 0; kj <= 2; Kkj++)
{

for (ki = mdiv * 4; ki <= nmdiv * 4 + k - 2; ki++)
noc[kjJ[ki] = nc[kj][ki - mdiv * 4 + 1];
}
for (kj = 0; kj <= 2; Kkj++)
noc[kj][mdiv * 4 + k - 1] = nc[kj][0];
}

/*this procedure cal cul ates the centroid position vectors for the
voi d only*/

Static Void rcvl()

{
long ki, kj;
for (ki = 0; ki < k; Kki++)
{
for (kj = 0; kj <= 2; Kkj++)
if (ki ==k - 1)
revikjJ[ki] = (r[kj1[0] + r[kj]l[k - 1]) / 2
el se

revikj][ki] (r{kjl[ki + 1] + r[kj]1[ki]) / 2;

}
}

/*this procedure calculates the centroid position vectors for the
whol e systent/

Static Void rcwl()

{
long ki, kj;
for (ki = 0; ki <= stackno - 4; ki++)

{
if (ki < mdiv * 2)
{
for (Kj =0; kj <= 2; Kkj++)
rew[kjJ[ki] = (rit[kj][ki + 1] + rit[kj][ki]) / 2;

}
else if (ki >= ndiv * 2)

if (ki <ndiv* 4)
{
for (kj = 0; Kkj <= 2; Kkj++)
rewkjJ[ki] = (rit[kj][ki + 2] + rit[kj][ki + 1]) / 2;
}
}
if (ki >= mdiv * 4)

{
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for (kj = 0; kj <= 2; kj++)
rew[kj1[Ki] = (rit[kj][ki + 3] + rit[Kj][ki + 2]) / 2
}

}
for (kj = 0; kj <= 2; kj++)
rcwkj][stackno - 3] = (rit[kj][mdiv * 4 + 2] + rit[Kkj][stackno
- 1) /o2
}

/*indirect boundary el enment nethod*/

/*this is an electrostatic connection matrix utilizing the el enent
centroids, mis the nunder of subsegnent used in the integration
procedure*/

/*this procedure cal cul ates the normal conponent of the electric
field at the centroid positions on the boundary due to uniformy
di strubuted charge, using |BEM/

Static Void tin()

{
long ki, kj, kI, km
double total, tot, rcos, rcns;

doubl e TEMP;
kz[0] = 0.0;
kz[1] = 0.0;
kz[2] = 1.0;

for (ki = 0; ki < nmdiv * 2; Kki++)
sk[ki] = sl [/ mdiv;

for (ki = mdiv * 2; ki < mdiv * 4; ki++)
sk[ki] = sl [/ mdiv;

for (ki = 1; ki < k; ki++)
sk[mdiv * 4 + ki - 1] = s[ki];
sk[nmdiv * 4 + k - 1] = s[0];

for (ki = 0; ki <= mm Kki++)

for (kj = 0; kj <= nm Kkj++)

if (ki ==kj)
tt[ki][kj] = 0.5;

el se

{

if (ki == nm

{

if (kj < ndiv* 2)

{
for (kl = 0; kI <= 2; Kkl++)
rcijo[kl][ki] = (rit[kl]J[ki + 2] + rit[kl][mv] - 2 *
rit[kl][kj]l) / 2;
for (km= 0; km<= mnt; kmt+)

{

for (kI = 0; kIl <= 2; kl++)

rc[kl]J[km = rcijo[kl][ki] - km=* (rit[kl][kj + 1] -
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rit[kl][kj]) / mint;
}
}

}

if (kj ==

{

if (ki >= mdiv * 2)
if (ki < nmdiv* 4)

for (kI = 0; kIl <= 2; kl++)

rcijo[kl][ki] = (rit[kl][ki + 2] + rit[kl][ki + 1] - 2 *
rit[kl][kj + 2]) / 2

for (km= 0; km <= mint; km+)

for (kl = 0; kl <= 2; Kl ++)
rc[kIT[km = rcijo[kI][ki] - km* (rit[kl][m] -
rit[klI][kj + 2]) / mnt;
}

}
}
}

if (kj ==
if (ki <mdiv* 2)

for (kI = 0; kIl <= 2; kl++)
rcijo[klI][ki] = (rit[klJ[ki + 1] + rit[kl][ki] - 2 *
rit[kll[kj + 2]) /I 2
for (km= 0; km<= nmint; km+)

for (kI = 0; kI <= 2; kl++)
rc[klIJ[km = rcijo[kl][ki] - km=* (rit[klI][m] - rit[kl][kj
+ 2]) / mnt;

}
}
}
if (kj == mm
{
if (ki >= mdiv * 4)
if (ki < nm
{

for (kl = 0; kIl <= 2; kl++)

rcijo[kl][ki] = (rit[kl][ki + 3] + rit[kl][ki + 2] - 2 *
rit[kl][kj + 2]) /I 2

for (km= 0; km <= mint; km+)

for (kl = 0; kl <= 2; kl++)

rc[kI][km = rcijo[kl][ki] - km* (rit[kl][m] -
Fit[kI][kj + 2]) / nint:
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{
if (kj >= nmdiv * 2)
{
if (ki < ndiv* 4)
{

for (kI = 0; kI <= 2; KI++)

rcijo[kl][ki] = (rit[kl][ki + 2] + rit[kl][m/] - 2 *
rit[kl][kj + 11) / 2

for (km= 0; km<= mnt; km+)

for (kI = 0; kIl <= 2; kl++)
rc[kl][knml = rcijo[kl][ki] - km=* (rit[kl][kj + 2] -
rit[kl][kj + 1]) / mint;
}
}
}
}

if (ki ==

if (kj >= mdiv * 4)
{

if (kj < nm

{

for (kI = 0; kIl <= 2; kl++)

rcijo[kl][ki] = (rit[kl][ki + 2] + rit[kl][m] - 2 *
rit[kl][kj + 2]) I 2

for (km= 0; km <= mint; km+)

for (kI = 0; kIl <= 2; kl++)
rc[klI][km = rcijo[kl][ki] - km* (rit[kl][kj + 3] -
rit[kl][kj + 2]) / mint;
}
}
}
}

if (ki < miv* 2)

if (kj <mdiv * 2)

{

for (kI = 0; kIl <= 2; kl++)

rcijo[kl]J[ki] = (rit[kl][ki + 1] + rit[klI][ki] - 2 *
rit[kl][kj]) / 2;

for (km= 0; km<= nnt; km+)

{

for (kI = 0; kI <= 2; Kkl+4)
rc[kl][km =rcijo[kl][ki] - km* (rit[kl][kj + 1] -

rit[kl][kj]) / mnt;

}

}
}

if (ki <nmdiv* 2)

if (kj > nmdiv * 2)
{
if (kj <mdiv * 4)
{
for (kl = 0; kI <= 2; kl++)
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rcijo[kl][ki] = (rit[kl][ki + 1] + rit[kl][ki] - 2 *
rit[kl][kj + 11) / 2
for (km= 0; km<= mnt; kmt+)

{
for (kI = 0; kIl <= 2; kl++)
rc[kl][knm =rcijo[kl][ki] - km=* (rit[kl][kj + 2] -
rit[kl][kj + 1]) / mint;
}
}
}
}

if (ki <mdiv* 2)
if (kj >= mdiv * 4)
{

if (kj < nmm
{

for (kI = 0; kI <= 2; KI++)
rcijo[kl][ki] = (rit[kl][ki + 1] + rit[kl][ki] - 2 *
rit[kl][kj + 2]) /1 2;
for (km= 0; km<= nmint; kmt+)
{
for (kI = 0; kIl <= 2; kl++)
rc[kl][knml = rcijo[kl][ki] - km=* (rit[kl][kj + 3] -
rit[kl][kj + 2]) / mint;
}
}
}
}

if (ki >= mdiv * 2)
if (ki < ndiv* 4)

if (kj <mdiv * 2)

{

for (kI = 0; kIl <= 2; kl++)

rcijo[kl][ki] = (rit[kl][ki + 2] + rit[kl][ki + 1] - 2 *
rit[kl][kj]) / 2;

for (km= 0; km <= mint; km+)

for (kI = 0; kIl <= 2; kl++)
rc[kIT[km = rcijo[kl][ki] - km* (rit[kl][kj + 1] -
rit[klJ[kj]l) / mnt;
}
}
}
}

if (ki >= mdiv * 2)

if (ki < ndiv * 4)
if (kj >= mdiv * 2)
if (kj < ndiv * 4)

{
for (kI =0; kI <= 2; kl++)
rcijo[kl][ki] = (rit[kIJ[ki + 2] + rit[kl]J[ki + 1] - 2 *
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rit[kl][kj + 1]) [/ 2;
for (km= 0; km<= nmint; km+)

for (kI = 0; kl <= 2; kl++)

rc[kI][km = rcijo[kl][ki] - km* (rit[kI][kj + 2]
— rit[kl][kj + 1]) / mnt;

if (ki > mdiv * 2)
if (ki <nmdiv * 4)
if (kj >= nmdiv * 4)
{
if (kj < nmm
{
for (kI = 0; kIl <= 2; kl++)
rcijo[klIJ[ki] = (rit[klI]J[ki + 2] + rit[klI][ki + 1]
rit[klIJ[kj + 2]) /I 2;
for (km= 0; km<= mnt; kmt+)
for (kI = 0; kl <= 2; Kkl++)

rc[kl][km = rcijo[kl][ki] - km* (rit[kI][kj + 3]
- rit[kl]J[kj + 2]) / mnt;

}
}
}
}
}
if (ki >= mdiv * 4)
{
if (ki < mm

if (kj >= mdiv * 4)
if (kj < )
{

for (kI = 0; kIl <= 2; kl++)
rcijo[kITJ[ki] = (rit[klI]J[ki + 3] + rit[kl][ki + 2]
rit[kl][kj + 2]) /I 2
for (km= 0; km<= mnt; kmt+)

for (kI = 0; kl <= 2; Kkl ++)
rc[kl][km = rcijo[kl][ki] - km* (rit[kI][kj + 3]
—rit[kIT[kj + 2]) / mint:

}
}
}

}
}
if (ki >= mdiv * 4)
{

if (ki < )

{
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if (kj >= ndiv * 2)
if (kj <miv * 4)

{
for (kI = 0; kIl <= 2; kl++)
rcijo[kl][ki] = (rit[kl][ki + 3] + rit[kl][ki + 2] - 2
*rit[kl][kj + 1]) [/ 2;
for (km= 0; km<= mnt; kmt+)

for (kI = 0; kI <= 2; KI++)
rc[kl][knml = rcijo[kl][ki] - km>* (rit[kl][kj + 2] -
rit[kl][kj + 1]) / mint;

}
}
}

}
}
if (ki >= mdiv * 4)
{

if (ki < nm

{

if (ki <nmdiv* 2)

for (kI = 0; kIl <= 2; kl++)
rcijo[kl][ki] = (rit[kIJ[ki + 3] + rit[kl]J[ki + 2] - 2 *
rit[klI][kj]) I 2;
for (km= 0; km <= mint; km+)

for (kI = 0; kIl <= 2; kl++)
rc[klI][km = rcijo[kl][ki] - km* (rit[kl][kj + 1] -
rit[klJ[kj]l) / mnt;

}

}

}
}
for (kI = 0; kl <= 2; kl++)
{

total = 0.0;
for (km=1; km< nint; kmt+)

TEMP = magnitude(rc[O][knl, rc[1][km, rc[2][km);

tot = TEMP * TEMP;

total += rc[kl][kn] / tot;

}

rcij[kl][ki] = total;

TEMP = magni tude(rc[0][0], rc[1][0], rc[2][0]);

rcos = TEMP * TEMP;

TEMP = magni tude(rc[O][mint], rc[1l][mnt], rc[2][m nt]);

rcms = TEMP * TEMP;

rcij[kl][ki] += 2.0/ 2 * (rc[kl][O] / rcos + rc[kl][mnt] /
rcns);

}
tt[ki][kj] = sk[kj]l / 2/ pi / mint * (noc[O][ki] * rcij[O][ki]

+ noc[1][ki] * rcij[2][ki] + noc[2][ki]
reij2l[ki]);
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}

/*c is the normal conmponent of the electric field on the void plus
strip surfaces due to the applied voltage along the x-axis.*/

Static Void el f()

{
I ong ki ;
for (ki = 0; ki <= mm ki++)
c[ki] = noc[O][ki];

/*cal cul ation of the electrostatic potential due to the boundary
charge distribution at any point in the interior region or at the
boundar y*/

Static Void field()

{
long ki, kj, kI, km
doubl e eta, tot;

/*bel ow | ine generates nu that is the charge to be inserted in

order to satisfy the neunmann boundary condition along the void
surface, by using procedure trian*/

trian(mm ¢, tt);

for (ki = 0; ki <= mm Ki++)
mu[ki] = -ulas[ki];

/*mu is a charge density function at a given segnent which is
assuned to be uniformy distributed al ong each segnent.*/

/*Cal cul ati on of grain boundary normal vectors*/

/*gbl*/

gbnl[ 0] = cos(tal);
gbnl[ 1] = sin(tal);
gbnl[2] = 0.0;

/*gbl+pi/2 rotati on ACW/

gbnlt[ 0] = cos(tal + pi / 2);
gbnlt[1] = sin(tal + pi / 2);
gbnlt[2] = 0.0;

[ *gb2*/

gbn2[ 0] = cos(ta2);

gbn2[ 1] = sin(ta2);

ghn2[2] = 0.0;

/*gb2+pi /2 rotation ACW/

gbn2t[0] = cos(ta2 + pi / 2);
gbn2t[1] = sin(ta2 + pi / 2);
gbn2t[2] = 0.0;
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/*Cal cul ati on of position vectors for the TJ surroundi ng nodes*/
for (ki = 0; ki <= 2; ki++)

rcw ki][stackno - 2]
rcew ki][stackno - 1]
rcw ki][stackno] = r]
rcw ki][stackno + 1]

i][gbl] + gbnl[ki] * ds; [ *up*/
i][gbl] - gbnil[ki] * ds; [ *down*/
1] + gbnlt[ki] * ds; [*left*/
i][gbl] - gbnlt[ki] * ds; [/*right*/

n 11
—
-—-'—'.—ul—|
xQ x x
A= aNgal

rcw ki][stackno + 2]
rcw ki][stackno + 3]
rcw ki][stackno + 4]

[gb2] + gbn2[ki] * ds; [ *up*/

[gb2] - gbn2[ki] * ds; / *down*/
[gb2] + gbn2t[ki] * ds; [*left*/
[

rcw ki][stackno + 5] i][gb2] - gbn2t[ki] * ds; [/*right*/
}
for (ki = 0; ki <= stackno + 5; Kki++)

fieldi[ki] =-1 * rewO][ki];
for (ki = 0; ki <= stackno + 5; ki ++)

for (kj = 0; kj <= stackno - 3; Kkj++)
if (kj == stackno - 3)

for (kI = 0; kIl <= 2; kl++)

{
rrq[kl] = rit[kl][stackno - 1] - rew kl][ki];
rrqlfkl] =rit[kl]1[m] - rewfkl][Ki];

eta = 1.0/ 2 * (log(magnitude(rrqg[O], rrqg[1], rrqg[2])) +
| og(magni tude(rrql[0], rrqgl[1], rrql[2])));

tot = 0.0;

for (km=1; km< mint; kmt+)

for (kl = 0; kIl <= 2; kl++)
rrkglkl] = rit[kl][stackno - 1] + km™* (rit[kl][m] -
rit[kl][stackno - 1]) / mint - rewkl][ki];
tot += |l og(magnitude(rrkq[O], rrkq[1], rrkq[2]));
}
delu[kj] = -1.0/ 2/ pi / mnt * fabs(sk[stackno - 3]) * (tot
+ eta);

}
else if (kj >= nmdiv * 4)
if (kj < stackno - 3)

for (kI = 0; kl <= 2; Kkl++)

{
rrg[kl] =rit[k
it

I1[kj + 3] - rewkl][ki];
rrql[kl] =r kl]

[KITOk] + 2] - rewfkl][ki];

eta =1.0/ 2 * (log(magnitude(rrq[0O], rrq[l], rrq[2])) +
| og(magni tude(rrqgl[0], rrql[1], rrqgl[2])));

tot = 0.0;

for (km=1;, km< nint; kmt+)

for (kI = 0; kIl <= 2; kl++)
rrkqlkl] = rit[kl][kj + 2] + km* (rit[kl][kj + 3] -
rit[kl][kj + 2]) / mnt - rewkl][ki];
tot += log(mgnitude(rrkq[O], rrkqg[1], rrkq[2]));
}
delu[kj] =-2.0/ 2/ pi /I mnt * fabs(sk[kj]) * (tot + eta);
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}
}
else if (kj >= ndiv * 2)

if (ki <miv * 4)

{

for (kl = 0; kl <= 2; kl++)

{

rrqlkl] =rit[kI][kj + 2] - rewkl][ki];
rrglfkl] = rit[kl][kj + 1] - rewkl][ki];
}

eta = 1.0/ 2 * (log(magnitude(rrq[0], rrq[1], rrq[2])) +

| og(magni tude(rrqgl[0], rrql[1], rrqgl[2])));
tot = 0.0;
for (km=1; km< nint; kmt+)

{
for (kI = 0; kIl <= 2; kl++)
rrkglkl] = rit[kl][kj + 1] + km* (rit[kI][kj + 2] -
rit[kl][kj + 1]) / mnt - rewkl][ki];
tot += log(magnitude(rrkq[O0], rrkq[1], rrkq[2]));

}
delu[kj] =-1.0/ 2/ pi [/ mnt * fabs(sk[kj]) * (tot + eta);

}

el se
{
for (kI = 0; kl <= 2; Kkl++)

{
rrqlkl] = rit[kI][kj] - row kl][kil;
rrql[kl] = rit[kI][kj + 1] - rew[ki][ki];

}

eta =1.0/ 2 * (log(magnitude(rrq[O], rrq[l], rrq[2])) +
| og(magni tude(rrqgl[0], rrql[1], rrqgl[2])));

tot = 0.0;

for (km=1; km< mnt; km+)

{
for (kI = 0; kIl <= 2; kl++)
rrkqlkl] = rit[kl][kj] + km* (rit[kI]J[kj + 1] - rit[klI][kj])
/ mint - rewkl][Kki];
tot += log(magnitude(rrkq[O], rrkq[1], rrkqg[2]));
}
delu[kj] =-2.0/ 2/ pi [/ mnt * fabs(sk[kj]) * (tot + eta);
}
}
fieldii[ki] = 0.0;
for (kI = 0; kl <= stackno -3; kI ++)
fieldii[ki] += delu[kl] * mu[kl];

}
for (ki = 0; ki < k; Kki++)

{

fieldif[ki] = fieldi[ki + ndiv * 4];
fieldiif[ki] = fieldii[ki + mdiv * 4];
fieldt[ki] = fieldif[ki] + fieldiif[ki];
}
for (ki = 0; ki < k; Kki++)
{

if (ki == 0)

fieldtn[ki] = (fieldt[0O] * s[0O] + fieldt[k - 1] * s[1]) /
(s[0] + s[1]);
el se
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{
if (ki == - 1)
fieldtn[ki] = (fieldt[k - 2] * s[0] + fieldt[k - 1] * s[k —
1) / (s[k - 1] + s[0]);
el se
fieldtn[ki] = (fieldt[ki - 1] * s[ki + 1] + fieldt[ki] *
s[ki]) / (s[ki + 1] + s[ki]);
}

}
fieldupl = fieldi[stackno - 2] + fieldii[stackno - 2];
fielddownl = fieldi[stackno - 1] + fieldii[stackno - 1];
fieldleftl = fieldi[stackno] + fieldii[stackno];
fieldrightl = fieldi[stackno + 1] + fieldii[stackno + 1];
fieldgbl = (fieldupl + fielddownl + fieldleftl + fieldrightl) / 4;
fieldup2 = fieldi[stackno + 2] + fieldii[stackno + 2];
fielddown2 = fieldi[stackno + 3] + fieldii[stackno + 3];
fieldleft2 fieldi[stackno + 4] + fieldii[stackno + 4];
fieldright2 = fieldi[stackno + 5] + fieldii[stackno + 5];
fieldgbh2 = (fieldup2 + fielddowmn2 + fieldleft2 + fieldright2) / 4;
}

/*this procedure perforns the reneshing by elimnating those
segnments smaller than rmin and dividing those which are
greater than rmax into two parts and al so keeps the grain
boundary triple junction as a stable point.*/

/*with grain boundary, (asimetric)*/

Static Void remeshi nggb()

{
long ki, kj, crm gnewl, gnew2;
doubl e mag, ai, bi, ci;

ka = 1;

del r1();

rn{O][0] = r[O][O];
rn{1][0] = r[1][0];
rn{2][0] = r[2][0];
[ *Zone 1*/

for (ki = 1; ki < gbl; ki++)

{

mag = magni tude(del r[O][ki], delr[1][ki], delr[2][ki])
if (mg >= rmax)

for (kj = 0; kj <= 2; kj++)
{

rofkj][ka] = (r[kj][ki - 1] + r[kj][ki]) / 2;
rofkj][ka + 1] = r[kj][ki];
}
ka += 2;
}
if (mag < rmax)
{

if (mg > rmn)

for (kj = 0; kj <= 2; kj++)
rofkj]lka]l = r[kj][ki];
ka++;

}



}
if (mag <= rmn)
{
for (kj = 0; kj <= 2; kj++)
del r[kj][ki + 1] += delr[kj][ki];
}
}

/ *Node gbl*/

mag = magni tude(del r[0][gbl], delr[1][gbl], delr[2][gbl]);
if (mg >= rmx)

for (kj = 0; kj <= 2; kj++)

rofkj][ka] = (rn{kj][ka - 1] + r[kj][gbl]) / 2;
}rﬂIkJ][ka+ 1] = r[kj][gbl];

gnewl = ka + 1;

ka += 2;

if (mag < rmex)

{

if (mg > rmn)

{

for (kj = 0; kj <= 2; kj++)
rofkj][ka] = r[kj][gbl];

gnewl = Kka;
ka++;
}
}
if (mg <= rmnin)
{
ai = delr[0][gbl] + delr[0][gbl - 1];
bi = delr[1][gbl] + delr[1][gbl - 1];
ci = delr[2][gbl] + delr[2][gbl - 1];

mag = magni tude(ai, bi, ci);
if (mag >= rnmax)

for (kj = 0; kj <= 2; kj++)

{
rofkj][ka - 1] = (r[kj][ghl] + rnfkj][ka - 2]) / 2
}rn{kJ][ka] = r[kj][gbl];
gnewl = ka
ka++;
}
el se
{

for (kj = 0; kj <= 2; kj++)
rofkj][ka - 1] = r[kj][gbl];
ghewl = ka - 1;
}
}

[ *Zone 2*/

for (ki = gbl + 1; ki < gbh2; Kki++)

{

mag = magni tude(del r[O][ki], delr[1][ki], delr[2][ki]);
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if (mag >= rmax)
for (kj = 0; kj <= 2; kj++)

{
rofkjlka] = (r[kj][ki - 1] + r[kj][ki]) / 2;
rofkj][ka + 1] = r[kj]J[ki];

ka += 2;
if (mag < rmax)

if (mg > rmn)
{
for (kj = 0; kj <= 2; kj++)
rofkjllka] = r[kj][ki];
ka++;
}
}
if (mag <= rmn)
{
for (ki = 0; kj <= 2; Kkj++)
delr[kj][ki + 1] += delr[kj][Kki];
}

}
/ *Node gb2*/

mag = magni tude(del r[0][gb2], delr[1][gb2], delr[2][gb2]);
if (mg >= rmx)

for (kj = 0; kj <= 2; Kkj++)

rofkj]lka] = (rnfkj][ka - 1] + r[kj][gb2]) / 2;
}rﬂ{kJ][ka+ 1] = r[kj][gb2];

gnew2 = ka + 1

ka += 2

if (mag < rmax)

{

if (mg > rmn)

{

for (kj = 0; kj <= 2; kj++)
rofkjl[ka] = r[kj][gb2];

gnew2 = Kka;
ka++;
}
}
if (mag <= rnin)
{
ai = delr[0][gb2] + delr[0][gbh2 - 1];
bi = delr[1][gb2] + delr[1][gb2 - 1];
ci =delr[2][gb2] + delr[2][gb2 - 1];

mag = magni tude(ai, bi, ci);
if (mag >= rnmax)

for (kj = 0; kj <= 2; Kkj++)
{
rnfkj][ka - 1] = (r[kj1[gb2] + rnikj]l[ka - 2]) / 2;
ronfkj][ka] = r[kj]1[gb2];
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}
gnew2 = Kka;
ka++;

}

el se

for (ki = 0; kj <= 2; Kkj++)
rnfkj]lka - 1] = r[kj][gb2];
ghew2 = ka - 1;
}
}

[/ *Zone 3*/

for (ki = gb2 + 1; ki < k; ki++)

{
mag = magni tude(del r[O][ki], delr[1][ki], delr[2][ki]);
if (mag >= rmax)

for (kj = 0; kj <= 2; kj++)

{

rofkj][ka] = (r[kj]J[ki - 1] + r[kj]J[ki]) / 2;
rnfkj][ka + 1] = r[kj]J[ki];

}

ka += 2;

if (mag < rmax)

if (mag > rmn)

{

for (kj = 0; kj <= 2; kj++)
rofkjllka]l = r[kj]J[ki];

ka++,

}
}
if (mag <= rmn)
{

if (ki == - 1)
{

for (kj = 0; kj <= 2; kj++)
delr[kjJ[0] += delr[kj][k - 1];
}

el se

{
for (kj = 0; kj <= 2; kj++)
delr[kj][ki + 1] += delr[kj][ki];
}
}
}

/ *Node 0*/

mag = magnitude(delr[0][0], delr[1][0], delr[2][0]);
if (mg >= rmx)

for (kj = 0: kj <= 2; Kkj++)

j1[ka] = (rnfkj][ka - 1] + rn{kj][0]) / 2
rofkj][ka + 1] = rn{kj][O];
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crm= ka + 1;

}
if (mag < rnmax)

if (mag > rmn)

for (kj = 0; kj <= 2; kj++)
rnfkj][ka] = rnfkj][0];

crm = ka;

}

}

if (mag <= rmn)

{

ai = delr[0][0] + delr[O][k - 1];
bi = delr[1][0] + delr[1][k - 1];
ci =delr[2][0] + delr[2][k - 1];

1),

mag = magni tude(ai, bi, ci)
if (mag >= rmax)

for (kj = 0; kj <= 2; kj++)

{
rnfkj][ka - 1] = (rnfkj]J[O] + rn{kj][ka - 2]) / 2;
rnfkj][ka] = rn{kj][O];

}

crm = ka;

}

el se

for (ki = 0; kj <= 2; Kkj+4)
rofkj][ka - 1] = rn{kj][0];

crm= ka - 1;

}

}

k = crm

gbl = gnewl;
gh2 = gnew?;

}

/*this procedure generates the initial systent/

Static Void generate()

{
voi d_(); / *procedure*/
rxyt(); / *procedure*/
ao = area(k, r);

}

/*this procedure gets the initial parameters froma file called
el ectroni gration. dat*/

Static Void getparam)

{
f = fopen("phd-2g.dat", "r");

/*experinment type paraneters*/

fscanf(f, "% g% [~\n]", &newdata);
getc(f); [*1: if O new experinment if 1 continuous from
cont . dat*/
fscanf(f, "% g%W[~\n]", &gbdata);
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getc(f); [*2: if 0 nogbif 1 gb*/

fscanf (f, "% g%W["~\n]", &control);

getc(f); [*3: if 1 equilibrium if 2 failure, if 3 detachnent
experinment, if 4 both case 1 or 3*/

/*interconnect -void system paranmeters*/

fscanf(f, "% g%W[~\n]", &ro0);

getc(f); /[*4: the radius of the void*/
fscanf (f, "% g%W[~\n]", &e);
getc(f); /*5: void exantricity*/

fscanf(f, "% g%W[~\n]", &shape);
getc(f); /[*6: void shape*/
fscanf (f, "% d%W[~\n]", &);

getc(f); [*7: initial |oop number*/
fscanf(f, "% d%W[~\n]", &ns);

getc(f); /*8: data record number*/
fscanf(f, "% g%W[~\n]", &deltat);
getc(f); /[*9: initial time interval*/
fscanf(f, "% g% ["~\n]", &epstine);
getc(f); /*10: tinme step correction*/
fscanf(f, "% g%W[~\n]", &epsm n);
getc(f); [*11: mninmmsegnment | ength*/
fscanf(f, "% g%W[~\n]", &epsmax);
getc(f); [*12: maxi num segnent | engt h*/
fscanf(f, "% g% [~\n]", &ksi);

getc(f); [*13: electron wind intensity*/

fscanf(f, "% d%W[~\n]", &nl);
getc(f); /*14: | oop nunber*/
fscanf(f, "% g% [~\n]", &ine);

getc(f); [*15: real tinme*/

fscanf (f, "% d%W[~\n]", &mnt);

getc(f); /*16: integration segnment nunmber (odd)*/
fscanf(f, "% g% ["\n]", &sl);

getc(f); [*17: strip length coefficient*/
fscanf(f, "% g%W[~\n]", &sw);

getc(f); [*18: strip width coefficient*/

fscanf(f, "% d%[~\n]", &mdiv);
getc(f); [*19: division*/
fscanf(f, "% g%W[~\n]", &vsl);

getc(f); [*20: void segnent |ength coefficient*/
fscanf(f, "% g%W[~\n]", &ImM;
getc(f); /*21: nmean segnent | enght*/

/*grain boundary paraneters*/

fscanf(f, "% d%[~\n]", &gbl);

getc(f); [*22: location of the first grain boundary*/
fscanf (f, "% g%W[~\n]", &dihedrall);
getc(f); /*23: equilibriumdihedral angle between gbl and voi d*/

fscanf(f, "% g% [~\n]", &atl);

getc(f); [*24: gbl tilt angle*/

fscanf (f, "% g%W["~\n]", &nfoldl);

getc(f); / *25: hal f-fold nunber for the first grain*/
fscanf(f, "% g% [~\n]", &adifl);

getc(f); /*26: anisotropy intensity for the first grain*/
fscanf(f, "% g%W[~\n]", &t angl);
getc(f); [*27: texture tilt angle for the first grain*/

fscanf(f, "% d%[~\n]", &gb2);
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getc(f); [*28: location of the second grain boundary*/

fscanf (f, "% g%W[~\n]", &dihedral 2);

getc(f); /*29: equilibriumdihedral angle between gb2 and voi d*/
fscanf(f, "% g% [~\n]", & at2);

getc(f); [*30: gb2 tilt angle*/

fscanf (f, "% g¥W["~\n]", &nfold2);

getc(f); /*31: half-fold nunber for the second grain*/
fscanf(f, "% g%W[~\n]", &adif2);

getc(f); /*32: anisotropy intensity for the second grain*/
fscanf (f, "% g% [~\n]", &t ang2);

getc(f); /*33: texture tilt angle for the second grain*/

fscanf(f, "% g%W[~\n]", &ngb)

getc(f); [*34: grain boundary |ongitudinal mobility*/
fscanf(f, "% g% ["\n]", &t ngb);
getc(f); /*35: grain boundary transverse nobility*/

fscanf(f, "% g%W[~\n]", &mrift);
getc(f); [*36: grain boundary drift nobility*/

/*interconnect kinetic paraneters*/

fscanf(f, "W g%W[~\n]", &mbility);

getc(f); [*37: normalized bulk nobility coefficient*/
fscanf(f, "% g%W[~\n]", &eta);

getc(f); /*38: normalized bul k gi bbs free energy*/

/*equilibrium paraneter*/
fscanf(f, "% g% [”~\n]", &m neq);

getc(f); /*39: in the equilibrumexperinents m ni mum node
di spl acement for the equilibriunt/

pi = 3.1415926535897932384626433832795;

ds = vsl * ro; /[** void segnment | ength*/

sl *= ro; [** strip | ength*/

SW *= ro; [** strip wdth*/

delta = 0.1 * ro; /** grain boundary thickness*/
omega = delta * delta * delta; /** the atomi c vol ume*/

| amdal = cos(dihedrall * pi / 180); /** wetting paraneter for the
first grain*/

| anda2 = cos(di hedral2 * pi / 180); /** wetting paranmeter for the
second grain*/

tal = tatl * pi / 180; /[** gbl tilt angle in rad*/

ta2 = tat2 * pi / 180; [** gb2 tilt angle in rad*/
ttal = tangl * pi / 180; [** texture tilt angle in rad*/
tta2 = tang2 * pi / 180; [** texture tilt angle in rad*/
}

/*this procedure gets the |last paraneters of the void, calcul ated
previously, froma file called cont.txt*/

Static Void getcontparam()
{
long aii;
doubl e sil;
f = fopen("cont.txt", "r");



fscanf (f,"% g% g% g% g% g% g% g% g% g% d% d% d% g% d% g% g% g% d% d
&si |

}
/

%g%g¥%w[™\nl", r[0], r[1], &sil, &sil, &sil
&sil, &sil, &k, &, &rs, &time, &m &sil, &sil
&gb2, &tatl, &tat?2);
getc(f);
for (aii = 1; aii <= k; aii++)
fscanf(f, "B gW g% [~\n]", &[O][aii], &[1l][aii]);
getc(f);
tal = tatl * pi / 180; /[** gbl tilt angle in rad*/
ta2 = tat2 * pi / 180; [** gb2 tilt angle in rad*/
*ogurtani nodel: void-grain boundary interaction under the effect

of electron wi nd and ther nal

[*finite strip with "grain boundary"*/

Static Void finalgb()

{

| ong aii, ajj;

doubl e m de, gble, gb2e, w dthmax, uacc, lacc, utjmn

jgbaf 1, jgbaf2

doubl e TEMP, TEMP1;

m de = 0.0;

gble = 0.0;

gb2e = 0.0;

ul part (); / *procedur e*/

if (newdata == 0)

generate(); [ *procedure*/
if (newdata == 1)

get cont param() ; / *procedur e*/
while (t <= nl)

{delrl(); [ *procedure*/
stack(); / *procedur e*/
psir(); / *procedur e*/
ani sotropygb(); / *procedure*/
kappa(); [ *procedure*/
if (ksi 1'=0)

{nocl(); [ *procedure*/
rcvil(); [ *procedure*/
rcwl(); / *procedur e*/
tin(); / *procedur e*/
el f(); / *procedure*/
field(); [ *procedure*/
if (t == 1)

{

f = fopen("noc.txt", "a");
= tnpfile();

for (ajj = 0; ajj <= 2; ajj++)
for (aii = 0; aii < mdiv * 4 +k; aii++)
fprintf(f, "o%4.15f ", noc[ajj]l[aii]);
putc('\n', f);

}

fclose(f);
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f = fopen("rcw. txt", "a");
= tmpfile();
for (ajj =0; ajj <= 2; ajj++)
{
for (aii = 0; aii <= stackno - 3; aii++)
fprintf(f, "9d4.15f ", rcwajjllaiil]);

putc('\n', f);
fclose(f);

f = fopen("nu.txt", "a");
f =tmfile();
for (ajj =0; ajj <= mm ajj++)
fprintf(f, "9%d4.15f\n", nu[ajj]);
fclose(f);
f fopen("field. txt", "
f tmpfile();
for (ajj = 0; ajj < k; ajj++)
fprintf(f, "9d4.15f\n", fieldtn[ajj]);

a");

fclose(f);
}
}
if (t ==1)
f = fopen("ru.txt", "a");
f = tnpfile();
for (aii =0; aii <= nmdiv * 2; aii++)

fprintf(f, "o%d4.15f 9d4.15f \n", ru[O][aii], ru[l][aii])
fclose(f);

f = fopen("rl.txt", "a");
f =tnpfile();
for (aii = 0; aii <= ndiv * 2; aii++)

fprintf(f, "o9d4.15f 9d4.15f \n", rlI[O][aii], rI[2][aii]);
fclose(f);

f = fopen("rvector.txt", "a");
= tmpfile();
for (ajj = 0; ajj <= 2; ajj++)
for (aii = 0; aii < k; aii++)
fprintf(f, "9d4.15f ", r[ajj][aii]);
putc('\n', f);
}
fprintf(f, "%d4.15f ", ao)
close(f);
f = fopen("delrvector.txt", "a");
f =tnpfile();
for (ajj = 0; ajj <= 2; ajj++)
for (aii = 0; aii < k; aii++)
fprintf(f, "9d4.15f ", delr[ajj][aii])

putc('\n', f);

fclose(f);



f = fopen("s.txt", "a");

f =tnpfile();

for (ajj = 0; ajj < k; ajj++)
fprintf(f, "9d4.15f\n", s[ajj]);

fclose(f);

f = fopen("teta.txt", "a");

f = tnpfile();

for (ajj =0; ajj < k; ajj++)
fprintf(f, "9%d4.15f\n", tetal[ajj]);

fclose(f);

f fopen("diff.txt", "a");

f tmpfile();

for (ajj =0; ajj < k; ajj++)
fprintf(f, "%4.15f\n", diff[ajj]);

fclose(f);

f = fopen("kapkap.txt", "a");

f = tnpfile();

for (ajj =0; ajj < k; ajj++)
fprintf(f, "9d4.15f\n", kapkap[ajj]);
fclose(f);

f = fopen("lIn.txt", "a");
= tnpfile();

for (ajj =0; ajj <= 2; ajj++)

for (aii = 0; aii < k; aii++)
fprintf(f, "9%4.15f ", lln[ajj][aii]);
putc('\n', f);

fclose(f);

if (ksi == 0)

{

for (aii = 0; aii < k; aii++)
fieldtn[aii] = 0.0;

}

for (aii = 0; aii < k; aii++)

psi[aii] = ksi * fieldtn[aii];
ekap[aii] = kapkap[aii] + psi[aii];
}

/*Applied electric field vector*/

aefiel d[ 0]
aefield[1]
aefiel d[ 2]

o
cor
cee

/*Cal cul ati on of instantaneous grain-boundary |eft and right
di hedral angl es*/

[ *gbl*/
[*tetal -*/

gbr1 = angle(-gbnl[0], -gbnil[1], -gbnil[2], -delr[0][gbl], -
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delr[1][gbl], -delr[2][gbl]);

[*tetal +*/

gbll = angle(delr[0][gbhl + 1], delr[1][gbl + 1], delr[2][gbl +
1], -gbnl[0], -gbni[1], -gbnl[2]);

[ *gb2*/
[*teta2 -*/

gbr2 = angle(-gbn2[0], -gbn2[1], -gbn2[2], -delr[0][gb2], -
delr[1][gb2], -delr[2][gb2]);

[*teta2 +*/

gbl 2 = angle(delr[0][gb2 + 1], delr[1][gb2 + 1], delr[2][gb2 +
1], -gbn2[0], -gbn2[1], -gbn2[2]);

/*node vel ocities*/

for (ajj = 0; ajj < k; ajj++)

/*0*/
if (ajj ==0)
viajj] = diff[1] * (ekap[1l] - ekap[O]) / s[1l] - diff[0] *

(ekap[0] - ekap[k - 1]) [/ s[O];
viajj] =2 * v[ajj] / (s[1] + s[0]) - mobility * (eta +
kapkap[ 0] ) ;

}
[ *k-1%/
else if (ajj == - 1)

viajj] = diff[0] * (ekap[O] - ekap[k - 1]) / s[O0] - diff[k - 1]
* (ekap[k - 1] - ekap[k - 2]) / s[k - 1];

viajj] =2 * v[ajj] / (s[O] + s[k - 1]) - mobility * (eta +
kapkap[k - 1]);

}

/*gbl- 1%/

else if (ajj == gbl - 1)
{
vectorpro(del r[ 0] [gbl], delr[1][gbl], delr[2][gbl], delr[0O][gbl
+ 1], delr[1][gbl + 1], delr[2][gbl + 1]);
curve = dotpro(vect[O0], vect[1], vect[2], 0.0, 0.0, 1.0);
if (curve < 0)
sign = -1.0;
el se
sign = 1.0
vectorpro(delr[0][gbl] / s[gbl], delr[1][gbl] / s[gb1l],
delr[2][gbl] / s[gbl], gbnl[0], gbni[1], gbnl[2]);
vtransl = dotpro(vect[O], vect[1], vect[2], 0.0, 0.0, 1.0);
vectorpro(del r[0][gbl + 1] / s[gbl + 1], delr[1][gbl + 1] /
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s[gbl + 1], delr[2][gbl + 1] / s[gbl + 1], gbnl[O],
gbnl[ 1], gbnl[2]);

vtransl -= dotpro(vect[O], vect[1], vect[2], 0.0, 0.0, 1.0);
jgbafl = pdrift * ksi / omega * (fieldupl - fieldgbl) / ds;
viajj] = mb * (delta / -2 / onega) * (landal —

dotpro(delr[0][gbl] / s[gbl], delr[1][gbl] / s[gbl],
delr[2][gbl] / s[gbl], gbnl[O0], gbnl[1], gbnl[2]));
viajj] += diff[gbl] * (psi[gbl] - psi[gbl - 1]) / s[gb1l];
viajj] += diff[gbl - 1] * (ekap[gbl - 2] - ekap[gbl - 1]) /
s[ghl - 1] - jgbafl / 2
viajj] +=sign * tngb * delta / omega * vtransl
viajj] =2 * v[ajj] / (2 * s[gbl] + s[gbl - 1]) - nobility *
(eta + kapkap[gbl - 1]);
}

[ *gb1*/

else if (ajj == gbl)
{

viajj] = 2 * landal - dotpro(delr[0O][gbl + 1] / s[gbl + 1],
delr[1][gbl + 1] / s[gbl + 1], delr[2][gbl + 1] /
s[gbl + 1], -gbnl[0], -gbni[1], -gbnl[2])

mgb * (v[ajj] - dotpro(delr[O][gbl] / s[gbl],
del r[1][gbl] / s[gbl], delr[2][gbl] / s[gbl], gbnl[O0],
gbnl[ 1], gbnl[2])) / 2 |/ onega;

viajj]

}
[ *gbl+1*/
else if (ajj == gbhl + 1)
viajj] = mb * (delta / -2 / onega) * (landal —

dotpro(delr[0][ghl + 1] / s[gbl + 1], delr[1][gbl + 1]
/ s[gbl + 1], delr[2][gbl + 1] / s[gbl + 1], -gbnl[O0],
-gbni[1], -gbnl[2]));

vliajj] +=diff[gbl + 2] * (ekap[gbl + 2] - ekap[gbl + 1]) /

s[gbl + 2];
viajj] +=diff[gbl + 1] * (psi[gbl] - psi[gbl + 1]) / s[gbl +
1] - jgbafl / 2;
-=sign * tngbh * delta / onmega * vtransl
=2 * v[ajj] / (s[gbhl + 2] + 2 * s[gbl + 1]) - mobility
* (eta + kapkap[gbl + 1]);

/*gb2- 1*/

else if (ajj == gb2 - 1)
{
vectorpro(del r[0][gb2], delr[1][gb2], delr[2][gb2], delr[0O][gb2
+ 1], delr[1][gb2 + 1], delr[2][gb2 + 1]);
curve = dotpro(vect[0], vect[1], vect[2], 0.0, 0.0, 1.0);
if (curve < 0)

sign = -1.0;
el se
sign = 1.0
jgbaf2 = pdrift * ksi / omega * (fieldup2 - fieldgb2) / ds;

vectorpro(del r[0][gb2] / s[gb2], delr[1][gb2] / s[gb2],
delr[2][gb2] / s[gb2], gbn2[0], gbn2[1], gbn2[2]);

vtrans2 = dotpro(vect[O], vect[1], vect[2], 0.0, 0.0, 1.0);

vectorpro(delr[0][gb2 + 1] / s[gb2 + 1], delr[1][gb2 + 1] /
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s[gh2 + 1], delr[2][gb2 + 1] / s[gb2 + 1], gbn2[0],

gbn2[ 1], gbn2[2]);
vtrans2 -= dotpro(vect[0O], vect[1l], vect[2],

0.0, 0.0, 1.0);

viajj] = mgb * (delta / -2 / omega) * (landa2 —
dotpro(delr[0][gb2] / s[gb2], delr[1][gb2] / s[gb2],
delr[2][gb2] / s[gb2], gbn2[0], gbn2[1], gbn2[2]));

viajj] += diff[gb2] * (psi[gb2] - psi[gb2 - 1]) / s[gb2];

viajj] +=diff[gb2 - 1] * (ekap[gb2 - 2] - ekap[gb2 - 1]) /

s[gh2 - 1] - jgbaf2 / 2;

viajj] += sign * tngb * delta / onmega * vtrans2;
viajj] =2 * v[ajj] / (2 * s[gh2] + s[gh2 - 1]) - nobility *

(eta + kapkap[gb2 - 1]);
}

| *gb2*/

else if (ajj == gb2)
{

viajj] = 2 * landa2 - dotpro(delr[O][gbh2 + 1] / s[gb2 + 1],
delr[1][gb2 + 1] / s[gb2 + 1], delr[2][gb2 + 1] /
s[gb2 + 1], -gbn2[0], -gbn2[1], -gbn2[2]);

viajj] = mgb * (v[ajj] - dotpro(delr[0][gb2]

I s[gb2],

delr[1][gb2] / s[gb2], delr[2][gb2] / s[gb2], gbn2[O0],

gbn2[ 1], gbn2[2])) / 2/ omega;
}

[ *gh2+1*/

else if (ajj == gh2 + 1)
{

viajj] = mgb * (delta / -2 / omega) * (landa2 —

dotpro(delr[0][gb2 + 1] / s[gh2 + 1]

del r[1][ gb2 + 1]

/ s[gb2 + 1], delr[2][gb2 + 1] / s[gb2 + 1], -gbn2[0],

-gbn2[ 1], -gbn2[2]));

viajj] +=diff[gbh2 + 2] * (ekap[gb2 + 2] - ekap[gb2 + 1]) /

s[gh2 + 2];

vliajj] +=diff[gb2 + 1] * (psi[gb2] - psi[gb2 + 1]) / s[gb2 +

1] - jgbaf2 / 2;

v[iajj] -=sign * tngb * delta / onega * vtrans2;
viajjl] =2 * v[ajj] I (s[gh2 + 2] + 2 * s[gb2 + 1]) - nmobility
* (eta + kapkap[gb2 + 1]);
}
/*rest of the void*/
el se
{
viajj] = diff[ajj + 1] * (ekap[ajj + 1] - ekap[ajj]) / s[ajj +
1] - diff[ajj] * (ekap[ajj] - ekap[ajj - 1]) / s[ajj];
viajjl] =2 * v[ajj] / (s[ajj + 1] + s[ajj]) - nobility * (eta +
kapkap[ajj]);
}
}
vmax = fabs(v[O0]);
for (aii = 1; aii < k; aii++)
{

if (fabs(v[aii]) >= vmax)
vmax = fabs(v[aii]);
}

for (ajj = 0; ajj < k; ajj++)



{
if (ajj == gbl)

r[O0][ajj] += deltat * v[ajj] * gbnl[O];

r[1][ajj] += deltat * v[ajj] * gbnl[1];
r[2][ajj] += deltat * v[ajj] * gbnl[2];
else if (ajj == gb2)
{
r[0][ajj] += deltat * v[ajj] * gbn2[O0];
r[1][ajj] += deltat * v[ajj] * gbn2[1];
r[2][ajj] += deltat * v[ajj] * gbn2[2];
}
el se
{
r[0][ajj] += deltat * v[ajj] * IIn[0][ajj];
r(1][ajj] += deltat * v[ajj] * IIn[1][ajj];
r{2][ajj] += deltat * v[ajj] * IlIn[2][ajj];
}
}

/*cal cul ation of record tinme step*/

if (t < 257)

mpow = tiner (2L, ns);
else if (t < 1001)

mpow = (ns - 9) * 100 + 300
else if (t < 10001)

mpow = (ns - 16) * 250 + 1000
else if (t < 20001)

mpow = (ns - 52) * 1000 + 10000;
else if (t < 100001L)

mpow = (ns - 62) * 2500 + 20000;
else if (t < 1000001L)

mpow = (ms - 94) * 5000 + 100000L
el se

mpow = (ns - 274) * 50000L + 1000000L

/*system situation control */
if (control == 1) /*equilibriunt/
{uacc =1 + vmneq * epstineg;
lacc = 1 - vmneq * epstine;
if (mde < fabs(r[0][0] * uacc))
{if (mide > fabs(r[0][0] * lacc))
{if (gble < fabs(r[1][gbl] * uacc))
if (gble > fabs(r[1][gbl] * lacc))
if (gb2e < fabs(r[1][gb2] * uacc))

if (gb2e > fabs(r[1][gb2] * lacc))

finstep =t;
t = nl + 1;
npow = t;

}



}

}

}

}

mde = fabs(r[0][0]);

ghle = fabs(r[1][gbl]);

gb2e = fabs(r[1][gb2]);
else if (control == 2) [ *wi dt h*/
wi dt hmax = 0. 0;

for (aii = 0; aii < k; aii++)

if (fabs(r[1][aii]) > wi dt hmax)
wi dthmax = fabs(r[1][aii]);
}

if (widthmax > sw)
{

finstep = t;

t = nl + 1;
npow = t;
}

else if (control == 3) / *det achnent */
{

utjmn = r[1][gbl];

Itjmax = r[1][gb2];

for (aii = 1; aii <= 10; aii++)

if (r[1][gbl - aii] < utjmin)
utjmn = r[1][ghl - aii];
if (r[1][gb2 + aii] > Itjmax)
I[tjmax = r[1][gh2 + aii];

}
if (utjmn <= Itjmx)
{
finstep = t;
t = nl + 1;
npow = t;
}
else if (control == 4) /*equilibriumdetachment*/
{
uacc = 1 + vnineq * epstine;
lacc = 1 - vmneq * epstine;

if (mde < fabs(r[0][0] * uacc))
if (mide > fabs(r[0][0] * Iacc))
{if (gble < fabs(r[1][ghl] * uacc))
if (gble > fabs(r[1][gb1l] * Iacc))
if (gb2e < fabs(r[1][gb2] * uacc))
if (gb2e > fabs(r[1][gb2] * lacc))

finstep = t;
t =nl + 1;



mpow = t;

control = 3.0;
}
}
}
}
}
}
mde = fabs(r[0][0]);
gble = fabs(r[1][gbl]);
gb2e = fabs(r[1][gb2]);

[/ *det achnment */

utjmn = r[1][gbl];
Itjmax = r[ 1] [gb2];
for (aii =1; aii <= 10; aii++)

if (r[1][gbl - aii] < utjmin)
utjmn = r[1][gbl - aiil;

if (r[1][gb2 + aii] > Itjmax)
Itjmax = r[1][gb2 + aii];

}
if (utjmn <= 1tjmax)
{
finstep = t;
t = nl + 1;
npow = t;
control = 1.0;
}
}

/*recordi ng the instantaneous system situation*/

if (t == nmpow)
{

for (aii = 0; aii < k; aii++)

fx[aii] =r[0][aii];
fy[aii] =r[1][aii];
}

fx[ K] fx[0];

fy[k] = fy[O];

/*Cal cul ation of centre of gravity of the void*/

brea
crea
for (

oo

0.
0.
i

[ T

0; aii < k; aii++)

if (aii == - 1)

{

bre[aii] = (fy[0] + fy[aii]) / 2 * (fx[0] + fx[aii]) [/ 2 *

(fx[0] - fx[aii]);

TEMP = (fy[0] + fy[aii]) / 2;

cre[faii] = TEMP * TEMP * (fx[0] - fx[aii]);

}

el se

{

bre[aii] = (fy[aii + 1] + fy[aii]) / 2 * (fx[aii + 1] +
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}

}

fxfaii]l) / 2 * (fx[aii
TEMP = (fy[aii + 1] + fy[aii]) / 2;
cre[aii] = TEMP * TEMP * (fx[aii +

+ 1] - fx[aii]);

1] - fx[aii]);

}

are = area(k, r);

brea -= bref[aii];

crea -= cre[aii];

}

xc = brea / are;

yc = crea / are;

f = fopen("nane. txt", "w');
rewi nd(f);

fprintf(f, "% d", ns);
fprintf(f, "csl.txt");
fclose(f);

g = fopen("nane.txt", "r");

fgets(sy, 256, 0);

fclose(Qg);

f = fopen(sy, "

rewi nd(f);

fprintf(f, "od3.13f 9%d3.13f 9%l3.13f 9%d3.13f 9%d3.13f 9%d3.13f
%43. 13f 9%43.13f 9%3.13f 9%2ld %d2ld 9%2ld 9%3.13f
%2ld 9d3.13f 9d3.13f 9%d3.13f 9%d2ld %2ld 9%3.13f
%43. 13f 943.13f 943.13f 9%413.13f 943.13f\n", fx[O],
fy[O], mu[O], fieldtn[O], IIn[O][O], IIn[2][0O], v[O],
diff[{0], dteta[O], k, t, ms, tine, nm xc, yc, are, gbil,
gb2, tatl, tat2, gbrl, gbl1, gbr2, gbl2);

a");

for (aii = 1; aii <= mm aii++)
fprintf(f, "9d3.13f 913.13f 9%3.13f 943.13f 9%3.13f

%43. 13f 943.13f 93.13f 9%3.13f\n", fx[aii],
fy[aii], mu[aii], fieldtn[aii], IIn[0][aii],
IIn[1][aii], v[aii], diff[aii], dteta[aii]);

fclose(f);

s ++;

}

deltat = epstinme * dm/ vmax;

rmn = epsmin * dm

rmex = epsmax * dm

remeshi nggb() ; / *procedure*/
for (aii = 0; aii <= 2; aii++)
{

for (ajj =0; ajj <k; ajj++)
\ rlaiillajj] =rnfaiillajjl;
tinme += deltat;

t++;



/*mai n program el ectroni gration*/

mai n(argc, argv)
int argc;
Char *argv[];

get param(); / *procedur e*/
printf(" \n");
printf("El ectromigration\n");

final gb(); [ *procedure*/
if (control == 1)
printf("System Equilibrium Satisfied\n");
else if (control == 2)
printf("lInterconnect Line Failed\n");
else if (control == 3)

printf("Detachment Conpl eated\ n")
printf("final record no:%d\n", ns - 1);
printf("final step:%d\n", finstep);
printf("final tinme:9%3.13f\n", tine);
printf (" COVPUTER SI MULATI ON LABORATORY") ;
fclose(f);
fclose(q);
exi t (EXI T_SUCCESS) ;

}
/* End. */

237



CURRICULUM VITAE

Name: Ersin Emre OREN

Date of Birth / Place: February 13, 1975/ Antalya, TURKEY
Nationality: Turkish

Marital Status: Married, (Cigdem Ozbag OREN)

Daughter: Ayse Doga OREN (December 19, 2002)

EDUCATION

Ph.D, Metallurgical & Materials Engineering Department
Middle East Technical University, Ankara, TURKEY
Graduated January 2003, (3.79/4.00 CGPA)

M. Sc, Metallurgical & Materials Engineering Department
Middle East Technica University, Ankara, TURKEY

Graduated September 2000, (3.63/4.00 CGPA)

B. Sc, Metallurgical & Materials Engineering Department
Middle East Technica University, Ankara, TURKEY
Graduated June 1997, (3.16/4.00 CGPA)

Minor Program, Solid State Physicsin the Department of Physics
Middle East Technica University, Ankara, TURKEY
Graduated June 1997, (3.28/4.00 CGPA)

WORK EXPERIENCE

Resear ch Assistant (1997-2003)
Metdlurgicd & Materids Engineering Department,
Middle East Technica University, Ankara TURKEY



Visiting Scientist (15.06.2001-15.09.2001)

M ax-Planck-Indtitut fiir Metalforschung,
Seedtrasse 92, D-70174, Stuttgart, GERMANY
(TUBITAK-NATO-A2 Research Grant)

Student Assistant (1996-1997)
Metdlurgicd & Materids Engineering Department,
Middle East Technica Universty, Ankara, TURKEY

AWARDS

% Prof. Dr. Mustafa N. Parlar Education & Research Foundation,
Middle East Technical University (METU) The Best Thesis Award 2000.

PUBLICATIONS

Thesis

Ersn Emre OREN, Ph. D. Thesis, METU, January 2003.
Computer simulation of electromigration induced void — grain boundary
interactions and the prediction of cathode failure timesin bamboo structures

Ersin Emre OREN, M. Sc. Thesis, METU, September 2000.
Electromigration — induced transgranular void motion in interconnects with
special reference to computer simulation

Journal Articles

Ersin Emre OREN,

Computer Smulation of Sntering Behavior of Powder Compacts by the
Irreversible Thermodynamics of Curved Surfaces and Interfaces

Journd of European Ceramic Society, to be submitted, February 2003.

Tarik O. OGURTANI and Ersin Emre OREN,

Irreversible Thermodynamics of the Interfacial Triple Junction with a Special
Reference to Void Intergranular Motion under the Action of Electromigration
Physicd Review B, to be submitted, January 2003.

Ali KALKANLI and Ersin Emre OREN,

Variation of Phase Morphology in Gas Atomized, Spray Deposited and Melt
Spun Al-Fe-V-S Alloy

Powder Metdlurgy and Meta Ceramics, submitted, September 2002.



4. Tarik O. OGURTANI, M. Rauf GUNGOR and Ersin Emre OREN,
Interactive Computer Simulation of Dislocation D amping Spectra Associated
with the Coupled Motion of Geometric Kinks and Point Defects Subjected to
the Bulk Segregation Phenomenon
Journd of Applied Physics Volume 91, Issue 4, pp. 1860-1870, February
2002.

5. Tarik O. OGURTANI and Ersin Emre OREN,
Computer Simulation of Void Growth Dynamics Under the Action of
Electromigration and Capillary Forces in Narrow Thin Interconnects
Journd of Applied Physics, Volume 90, Issue 3, pp. 1564-1572, August 2001

6. ErsnEmre OREN and A. C. TAS,
Hydrothermal Synhesis of Pure and Dy Doped BaTiO 3 Powders at 90 °C
Metdlurgicd and Materids Transactions B, Volume 30, pp. 10891093
December 1999.

7. Ersn Emre OREN, E. TASPINAR and A. C. TAS,
Preparation of Lead Zirconate (PbZrO3) by Homogeneous Precipitation and
Calcination
Journd of American Ceramic Society, Volume80, Issue 10, pp. 2714-16, 1997.

C. Conference & Meeting Presentations

1. Ersin Emre OREN' and Tarik O. OGURTANI,
Interactive Computer Simulation of Dislocation Damping Spectra Associated
with the Coupled Motion of Geometric Kinks and Point Defects Subjected to
the Bulk Segregation Phenomenon
13" Internationd Conference on Internd Friction and Ultrasonic Attenuation in
Solids and 1% Scientific Exhibition on Mechanical Spectroscopy Equipment
Poster Presentation, Bilbao, Spain, July 812, 2002.

2. Ersin Emre OREN and Tarik O. OGURTANI,
Void Intergranular Motion under the Action of Electromigration Forces in
Thin Film Interconnects with Bamboo Structure
MRS 2001 Fdl Megting, "Symposum L: Thin FIms, Stresses and Mechanica
Properties 1 X"
Ord Presentation, Boston, Massachusetts, USA, November 26-30, 2001

3. Ersin Emre OREN and Tarik O. OGURTANI,
The Effect of Initial Void Configuration onthe Morphological Evolution under
the Action of Normalized Electron Wind Forces
MRS 2001 Spring Meding, "Symposum L: Materids, Technology, and
Rdiahility for Advanced Interconnects and Low -k Dielectrics'
Pogter Presentation, San Francisco, Cdlifornia, USA, April 16-20, 2001

" Presenting author
240



Ersin Emre OREN" and Tarik O. OGURTANI,

Mathematical Modeling of the Void Evolution Dynamics Under the Action of
Electromigration and Cappilary Forcesin Thin Interconnects

International Conference on Mathematica Modding and Scientific Computing

Middle East Technicd University and Sdcuk University

Ord Presentation, Ankaraand Konya, Turkey, April 2-6, 2001

Tarik O. OGURTANI, M. Rauf GUNGOR and Ersin Emre OREN’,

Computer Smulation of Internal Friction Spectrum Utilizing an Interactive
Kink Chain Mobile Foreign Interstitials Model

Second Internationa School on Mechanica Spectroscopy MS - 2

Invited Presentation, Krakdw -Krynica, Poland, December 3-8, 2000.

Tarik O. OGURTANI and Ersin Emre OREN’,

Computer Smulation of Void Growth Dynamics under the Action of
Electromigration and Capillary Forcesin Narrow Thin Interconnects
Advanced Maedlization Conference (AMC) 2000, PIV: Rdiability and
Modding

Pogter Presentation, San Diego, Cdifornia, USA, October 3-5, 2000.

Ersin Emre OREN and A. C. TAS,

Hydrothermal Synthesis of Pure and Dy:BaTiOs; Powders at 90°C, Their
Sntering Behavior, and Microstructures of Dy: BaTiOz Powderson Ti-Strips
Journal of American Ceramic Society, 100" Annua Megting & Exposition

"SXII - Internationd Symposum on Dielectric Ceramics.”

Oral Presentation, Cincinnati, OH, USA, May 3-6, 1998,

Ersin Emre OREN and A. C. TAS,
Preparation of Piezoelectric Lead Zirconate Titanate (PbZrs;Tioss03)
Powder s by Homogeneous Precipitation and Calcination

Journd of American Ceramic Society, 100" Annua Meeting & Expogtion
"SXII - Internationd Symposum on Dielectric Ceramics.”

Ord Presentation, Cincinnati, OH, USA, May 3-6, 1998.

Ersin Emre OREN', E. TASPINAR and A.C. TAS,
Chemical Synthesis of Antiferroelectric Lead Zirconate (PbZrO3) by
Homogeneous Precipitation

1. Internationa Ceramics Congress, Turkish Ceramic Society,
Ord Presentation, Istanbul, Turkey, October 22-25, 19%6.

Articlesin Conference Proceedings

Tarik O. OGURTANI, M. Rauf GUNGOR and Ersin Emre OREN,

Interactive Computer Smulation of Dislocation Damping Spectra Associated
with the Coupled Motion of Geometric Kinks and Point Defects Subjected to
the Bulk Segregation Phenomenon

241



Mechanica Spectroscopy 11, Published in: Solid State Phenomena, Volume 89-
0, ppldl-191. Editor: L. B. Magdas, Trans Tech Publications, Switzerland,
2003. 1SBN: 3-908450-74-8.

Ersin Emre OREN and Tarik O. OGURTANI,
Void Intergranual Motion Under the Action of Electromigration Forcesin Thin
Film Interconnects with Bamboo Structure

Thin Flms: Stresses and Mechanicad Properties IX, Vaol. 695, pp L5.5.2:L5.5.7.
Editorss C. S. Ozkan, R. C. Cammarata, L. B. Freund, H. Gao, Materids
Research Society, USA, 2002. ISBN: 1-55899-631-1

Ersin Emre OREN and Tarik O. OGURTANI,

The Effect of Initia| Void Configuration on the Morphological Evolution Under
the Action of Normalized Electron Wind Forces

Materids, Technology and Rdiability for Advanced Interconnects and Low-k
Didectrics Il, Vo 714E, pp L921-L9.26. Editor: S Lahiri, Materids
Research Society Online Proceedings, USA, 2001.

Tarik O. OGURTANI and Ersin Emre OREN,

A Computer Simulation of Void Dynamicsunder the Action of Electromigration
and Capillary Forcesin Narrow Thin Interconnects

Advanced Metdllization Conference 2000 (AMC 2000), Val 16, pp 483-487.

Editors D. Eddgen, G. Dixit, Y. Yasuda, T. Ohba Materids Research
Society, USA, 2001. ISBN: 1-55899-574-9,

Ersin Emre OREN and A. C. TAS,

Hydrothermal Synthesis of Pure and Dy:BaTiOs; Powders at 90°C, The
Sntering Behavior and Microstructures of Dy: BaTiOz Powders on Ti-Strips
Ceramic Transactions, Vol. 100, pp. 95-104, Editors K. M. Nar and A. S
Bhdla The American Ceramic Society, USA, 1999. ISBN: 1-57498-066- 1

Ersin Emre OREN and A. C. TAS,

Preparation of Piezoelectric Lead Zirconate Titanate (PbZrs2Tig4s03)
Powder s by Homogeneous Precipitation and Calcination

Ceramic Transctions, Vol. 100, pp. 105-114, Editors K. M. Nar and A. S.
Bhala, The American Ceramic Society, USA, 1999. ISBN: 1-57498-066- 1

Ersin Emre OREN, E. TASPINAR and A.C. TAS,

Chemical Synthesis of Antiferroelectric Lead Zirconate (PbzZrO3 by
Homogeneous Precipitation

[11. Internationd Ceramics Congress, Volume I, Engineering Ceramics, pp. 59
65, Editors V. Giinay, H. Mandd and S. Ozgen, Turkish Ceramic Society,
Istanbul, Turkey, 1996. ISBN: 975-94814-2-1

Digitally signed by Ersin Emre OREN
cn=Ersin Emre OREN,_
ou:Metallurgiq,ﬁanddwa\tterials
Engineering Departm \nt,/»‘oniddIe
East Technical Uniy@regty, c=TR
Date: 2003.10.24 14:54:41 -08'00'

242 Reason: | am the ﬁuor of this
document

Ankara, TURKEY.



	COMPUTER SIMULATION OF ELECTROMIGRATION INDUCED VOID-GRAIN BOUNDARY INTERACTIONS AND THE PREDICTION OF CATHODE FAILURE TIMES 
	ABSTRACT
	ÖZ
	DEDICATION
	ACKNOWLEDGEMENTS
	TABLE OF CONTENTS
	NOMENCLATURE
	i. Latin Letters
	ii. Greek Letters
	iii. Symbols
	iv. Subscripts
	v. Superscripts

	LIST OF TABLES
	LIST OF FIGURES
	PREFACE
	CHAPTER 1: LITERATURE SURVEY
	1.1. Overview
	1.2. Interconnects and Processing
	1.3. The Physical Basis of Electromigration
	1.3.1. Black’s Law

	1.4. Experimental Observations
	1.4.1. Lifetime Measurement

	1.5.Failure Mechanisms
	1.5.1 Slit-like Voiding

	1.6. Bamboo Structures
	1.7. Triple Junction Problem
	1.8. Methods to Improve Electromigration Resistance

	CHAPTER 2: IRREVERSIBLE THERMOKINETIC THEORY OF SURFACES & INTERFACES
	2.1. Introduction
	2.2. Irreversible Thermokinetics of Micro-Discrete Open Composite Systems with Interfaces
	2.3. Irreversible Thermokinetic Theory of Voids with the Triple Junction Singularities
	2.3.1. Ordinary Point Motion Along the Surface Normal
	i. Internal Entropy Production
	ii. Rate of Entropy Flow
	iii. The Local Rate of Change in the Entropy Density

	2.3.2. Triple Junction Motion
	i. Triple Junction Longitudinal Motion
	ii. Triple Junction Transverse Motion


	2.4. Mathematical Model For the Evolution Dynamics of the Void Intergranular and Intragranular Motion

	CHAPTER 3: MATHEMATICAL MODEL & NUMERICAL PROCEDURES
	3.1. Introduction
	3.2. Program “Electromigration”
	i. Preparation of the Initial System
	ii. Calculation of the Turning Angles at the Nodes
	iii. Calculation of Node Curvatures
	iv. Calculation of the Local Line Normal Vectors
	v. Calculation of the Electrostatic Potentials by using the Indirect Boundary Element Method solution of the Laplace’s Equation
	vi. Calculation of Anisotropic Surface Diffusivity
	vii. Explicit Euler’s Method
	viii. Remeshing
	ix. The flowchart of the Program “Electromigration ”


	CHAPTER 4 RESULTS AND DISCUSSION
	4.1. Void Intra-granular Motion
	4.1.1. Isotropic Surface Diffusivity
	i. Without Void Growth Mechanism
	ii. With Void Growth Mechanism

	4.1.2. Anisotropic Surface Diffusivity
	i. Critical Initial Void Configuration
	a. Sixfold Crystal Symmetry: m = 3
	b. Fourfold Crystal Symmetry: m = 2
	c. Twofold Crystal Symmetry: m = 1

	ii. Uncritical Initial Void Configuration
	a. Sixfold Crystal Symmetry: m = 3
	b. Fourfold Crystal Symmetry: m = 2
	c. Twofold Crystal Symmetry: m = 1


	4.1.3. Comparison of Simulations with the Experimentally Observed Void Configurations

	4.2. Void Intergranular Motion: Void - Grain Boundary Interactions
	4.2.1. The Effect of Wetting Parameter on the Void - Grain Boundary Equilibrium Configuration: Isotropic Surface Diffusivity without Electromigration Force s and Void Growth Mechanism
	i. Voids Nucleated on the Grain Boundaries
	ii. Voids Nucleated inside the Grains and just Touched to the Grain Boundaries
	iii. Voids Nucleated at the Intersection of Three Grains

	4.2.2. Isotropic Surface Diffusivity with Electromigration Forces and without Void Growth Mechanism - Prediction of Cathode Failure Times in Bamboo Structures


	CONCLUSIONS
	BIBLIOGRAPHY
	APPENDIX-A: DEFINITIONS OF THE INPUT PARAMETERS
	APPENDIX-B: LIST OF COMPUTER PROGRAM
	CURRICULUM VITAE

		2003-10-24T14:54:41-0800
	Ankara, TURKEY.
	Ersin Emre OREN
	I am the author of this document




